
GCr15 Bearing Steel Metallographic Image Fine 

Segmentation Model Based on Transformer Unet 

Network and CV model 

Hanyu Zhang1,2, Lixin Tang1 and Yong Shuai3 

1 National Frontiers Science Center for Industrial Intelligence and Systems Optimization, 

Northeastern University, Shenyang, 110819, China  

2 Key Laboratory of Data Analytics and Optimization for Smart Industry (Northeastern Univer-

sity), Ministry of Education, Shenyang, 110819, China. 
3 Jiangxi Xinyu Iron and Steel Group Co., Ltd, Xinyu, 338000, China. 

Abstract. GCr15 bearing steel metallographic image of the proportion of insol-

uble carbides, the size and distribution of uniformity is an important indicator to 

evaluate the quality of bearing steel. Insufficient edge definition of insoluble 

carbide particles, complex interlacing of lamellar and spherical carbide imaging 

edge, and difficulty in accurate segmentation of carbides with small size lead to 

the challenging problem of automatically extracting insoluble carbides from 

low-quality metallurgical images. In this paper, we propose a novel two-stage 

model combining Transformer Unet (TUnet) and Chan-Vase (CV), TUnet-CV, 

for metallographic image fine segmentation. In the coarse segmentation stage, 

TUnet model is used to obtain the complex topology of the lamellar carbides. 

The coarse segmentation probability map obtained by the neural network is as a 

priori information to the fine segmentation stage. In the fine segmentation stage, 

the carbides with smaller particle size are finely segmented by an improved CV 

model. The proposed model reaches Dice coefficient of 0.9238 on the GCr15 

bearing steel metallographic dataset. The experimental results demonstrate the 

effectiveness of each component in the proposed model.  

Keywords: GCr15 bearing steel, Metallographic image segmentation, insoluble 

carbides, Transformer Unet, CV model. 

1 Introduction 

GCr15 is a high-carbon chromium bearing steel commonly used in industry. The in-

soluble carbide content of GCr15 bearing steel should be kept within a specific range. 

The content is too high will reduce the fatigue life of bearing steel, and too low will 

decrease the surface wear resistance of bearing steel. In order to maintain a uniform 

organization of bearing steel. The content of banded carbide and reticulated carbide 

phases in the organization should be minimized, they seriously affect the performance 

and life of bearing steel. The particles of insoluble carbide in bearing steel require 

high roundness, small and regular shape. When there are irregular particles, the heat 
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treatment effect, fatigue life and service life of bearing steel will be affected. There-

fore, the segmentation of metallographic images of insoluble carbides and their quan-

titative analysis are of great importance to measure the performance of GCr15 bearing 

steel.  

Metallographic analysis is an important technical tool for understanding the intrin-

sic structure of materials. Typically, metallographic images are identified, measured 

and analyzed by human experts, including grain size, area ratio, percentage and ho-

mogeneity of each constituent phase in a multiphase alloy. Relationships between 

organization, properties and composition are then established. This is a subjective, 

labor-intensive process with poor repeatability. Therefore, the study of computer-

aided metallographic analysis has become the focus of many researchers. Digital im-

age processing techniques are used to extract features, identify, segment and quantify 

microstructural features.  

Metallographic segmentation methods can be classified into two groups: unsuper-

vised methods and supervised methods. Unsupervised methods use the intrinsic asso-

ciation between image features to identify target and segment images without training 

on manually labeled datasets. Dominguez-Rodriguez et al. [1] used the Sobel operator 

to identify the edge and the threshold method to discretize the edge. The phase is 

selected by averaging the color of each segmented particle. Cipolloni et al. [2] used 

image analysis method to systematically describe the sintered body and surface poros-

ity of chrome-molybdenum low-alloy steel. Prediction of tensile force based on image 

feature data. Martyushev [3] developed a micro-structure image processing software 

for quantitative metallographic analysis of digital images of material microstructure. 

The software can calculate the volume fraction and average particle size of the struc-

ture in a field of view by secant theorem. Dutta [4] used Otsu threshold algorithm to 

segment microscopic images of biphase steel generated by ferrite and martensite two-

phase optical microscopy. Hecht et al. [5] used ImageJ software to divide carbide 

network, and this method requires a good grasp of the relevant application of its soft-

ware. Although these methods have shown promising results, they encounter prob-

lems such as noise sensitivity, unpredictable thresholds, and difficulty in considering 

geometric information in segmentation. Chan et al. [6] proposed the Chan-Vese (CV) 

model based on the level set method, which showed better results in the metallograph-

ic segmentation task. At present, many researchers carry out research based on this 

model. However, the model is sensitive to the initial contour and noise, and the selec-

tion of the initial contour directly affects the final segmentation result. 

Supervised methods require training the classifier using manually labeled real data 

for the classification task. In the past few years, the methods based on deep learning 

have been rapidly developed [14]-[19]. Naik [7] proposed a supervised machine 

learning approach to identify phases (ferrite, pearlite, and martensite) in metallurgical 

ASTM A36 heat-treated steel. Kusche et al. [8] researched the damage mechanism of 

biphase steel and used convolutional neursal network to classify the damage mecha-

nism with high resolution. DeCost [9] combined the supervised and the unsupervised 

methods to classify a subset of high carbon steel microstructure using convolutional 

neural networks. Ronneberger O et al. [10] proposed the U-net depth segmentation 

network, which has been widely used in the field of segmentation. It innovatively 



3 

proposed a U shaped network structure combining coding and decoding to integrate 

multi-level semantic information of images. Sha et al. [11] proposed an improved 

Unet model, TUnet, which introduced the multi-head attention mechanism in the en-

coder to capture global information of the image. Although the model based on deep 

learning performs well in the field of metallographic segmentation, the limited num-

ber of metallographic images and the complex topology structure leading to poor 

segmentation accuracy at local complex target boundaries and segmentation of small 

targets. 

The following difficulties exist in segmenting the insoluble carbides in the metal-

lographic images of GCr15 bearing steel. Firstly, the contained insoluble austenite, 

martensite, and insoluble carbide particles are similar in color when imaged by the 

microscope, so they have very similar grayscale values during image processing. Sec-

ondly, the edges of insoluble carbide particles are not clear enough, and the lamellar 

carbides are intermingled with the spherical carbides. Thirdly, the carbides with small 

particle size are difficult to be divided accurately. Considering the above problems, a 

two-stage bearing steel fine segmentation model TUnet-CV is proposed in this paper. 

In the coarse segmentation stage, we select the TUnet network to segment the larger 

lamellar carbons and capture their complex topology by convolutional operations with 

a multi-headed attention mechanism. The coarse segmentation probability map ob-

tained by the neural network is fed as a priori information to the fine segmentation 

stage. In the fine segmentation stage, the carbides with smaller particle size are finely 

segmented by a CV model with the probability map introduced as the initial contour. 

The proposed model is tested on the GCr15 bearing steel metallographic dataset. The 

experimental results demonstrate the validity of each component of the proposed 

model. 

Our main contributions can be summarized as follows: 

1) We propose a novel two-stage model TUnet-CV for bearing steel metallograph-

ic image segmentation including coarse segmentation and fine segmentation. 

2) We propose a Transformer Unet neural network to segment the lamellar carbons 

in the coarse segmentation stage, and the probability map obtained through the net-

work is passed to the fine segmentation stage as a priori information.  

3) We propose an improved CV model that introduces probability maps as the ini-

tial contour for the segmentation of the carbides with smaller particle size in the fine 

stage.  

4) We demonstrate experiment results on the GCr15 bearing steel metallographic 

dataset, experimental results show the effectiveness of the proposed method. 

The remainder of the paper is structured as follows: Section 2 introduces the U-net 

model architecture and the CV model. Our proposed model is described in Section 3. 

Section 4 describes the experimental setup and results. Section 5 is a summary of the 

entire work. 
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2 Related Work 

2.1 U-net 

U-net is a popular network in the field of semantic segmentation and is suitable for 

small sample datasets. The U-net network diagram is presented in Figure 1.  

The U-net network is a symmetric U-shaped structure containing two parts: encod-

ing and decoding. The left part is the encoder part, which consists of convolution 

operations and downsampling operations. A total of five times of the above operations 

are performed, and the obtained feature maps are fed to the decoder part in the right 

part. The decoder part consists of the convolution operation and the upsampling oper-

ation. In the upsampling operation, a bilinear interpolation method is chosen. In the 

last layer of the decoder, the probability map of the image prediction is obtained, 

where 0.5 to1 represents the foreground region and 0 to 0.5 represents the background 

region. 

The U-net network connects the feature map of the encoder part with the feature 

map of the decoder part by a join operation, which enables the fusion of the underly-

ing location information with the semantic information of the deeper features. The 

structure is simple and stable, which is well suited for small sample datasets. Because 

of the small amount of metallographic image sample data, the interlacing of multiple 

organizations leading to blurred boundaries, and the lack of semantic information due 

to fixed organizational structure, both high-level semantic information and low-level 

features are important. the connection operation and U-shaped structure of the U-net 

network are exactly suitable for solving the above problems, so the U-net neural net-

work is chosen as the basic structure for metallographic image segmentation of bear-

ing steel in this paper.  

 

 

Fig. 1. U-net network structure. 
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2.2 CV model 

D. Mumford and J. Shah first proposed a classical active contour model based on 

region segmentation (MS model) [12], which can accomplish image segmentation 

while also accomplishing image region smoothing operations, and the model is easy 

to compute numerically. However, the model still has certain problems that can make 

the segmentation less effective, such as the excessive running time required, the ex-

cessive dependence on the length parameter and the fact that since the energy function 

is nonconvex, it is more difficult to obtain global-based minima, and local-based min-

ima are usually obtained.  

To improve the problems of the MS model, Chan and Vese simplified their energy 

function and proposed the CV model with an energy functional defined as: 
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where inside(C) and outside(C) represent the inner and outer regions of the image 

curve, respectively. c1 and c2 represent the grayscale values of the two image regions. 

Length(C) is the arc length of the boundary curve, and Area(inside(c)) is the area of 

the inner region of the curve. λ1, λ2, μ, v are positive parameters. The evolutionary 

contour C is denoted by the zero level set of the level set function: 
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The CV model also introduces a regularized Heaviside function H(u) and Dirac 

function ( )u : 
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Transforming each term in the energy functional (1) into a new energy function: 
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c1 and c2 can be can be computed for a constant level set function  : 
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Keep c1 and c2 constant so that the energy function ECV is minimized by the gradi-

ent descent flow method: 
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3 Methodology 

The framework of the proposed TUnet-CV model is depicted in Figure 2. The pro-

posed model consists of two stages, coarse segmentation and fine segmentation. First, 

in the coarse segmentation stage, a TUnet neural network is used to extract the com-

plex topology of the lamellar carbide image. A probability map of the coarse segmen-

tation results is obtained by this network. Next, the probability map is introduced into 

the CV model as an initial contour to segment the smaller size carbides in the fine 

segmentation stage.  

 

Fig. 2. The TUnet-CV model overall structure. 

3.1 Coarse Segmentation Stage 

In this section, the TUnet neural network applied in this paper is shown in Figure 3. 

The network is based on the structure of the U-net network with the transformer 
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module embedded in the encoding part. The coarse segmentation results as well as the 

predicted probability maps are obtained through the network. 

The transformer module introduced in this paper refers to the Transformer block 

inserted in the original image. In Figure 3, the input to the transformer module needs 

to be sequential data. Therefore, the original retinal images need to be sprawled into 

arrays. Characteristic maps output by the Transformer Encoder section have feature 

maps with different receptive domains. Then, they are reshaped to be matched with 

the size of the U-net Encoder feature map and are passed directly to the decoder. Fi-

nally, they are attached to the decoder feature map to ensure that the decoder input 

contains multi-level metallic image information, which is more conducive to the net-

work prediction.  

In the metallographic images of bearing steel, the insoluble carbides are similar to 

the insoluble austenite and martensite structures and the lamellar carbides are inter-

mingled with the spherical carbides, so the complex topology of the lamellar carbides 

can be effectively obtained by the convolution operation with the multi-head attention 

mechanism in the transformer module. However, due to the small amount of data and 

complex structure of bearing steel metallographic images, the carbides with small size 

are not easily perceived by the network, resulting in the poor segmentation of the 

neural network at the smaller carbides. To obtain the segmentation results of fine 

insoluble carbides, the probability map is obtained as the initial contour through the 

final softmax layer of the network. The initial contour is embedded as a priori infor-

mation in the CV model of the fine stage segmentation phase. 

 

Fig. 3. Transformer module. 

3.2 Fine Segmentation Stage 

In this section, an improved CV model with probability map as the initial contour is 

proposed for the fine segmentation of bearing steel metallographic images. The CV 

model is a level set model based on energy fitting, in which the initial contour is em-
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bedded as a priori information can effectively solve its sensitivity to the initial con-

tour, and the iteration speed is better improved.  

Assume that the bearing steel metallographic image is represented as μ. ɸini repre-

sents the initial contour of the level set. The proposed modified CV model functional 

formula is shown as (7): 
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where Edata is the data term and the formula is shown as (8): 
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 According to the E-L equation, the partial differential equation as shown in Equa-

tion (6) can be obtained. The above partial differential equation is solved by the finite 

difference method with the iterative formula: 
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The CV model is sensitive to the initial contours, and usually different segmenta-

tion results are produced due to the difference in the initial contours. In this paper, the 

bearing steel metallographic probability map is finally obtained in the coarse segmen-

tation stage. This probability map is used as the initial contour of the CV model in the 

fine segmentation stage. Since this map already has the coarse segmentation results, it 

is used as a powerful priori information to guide the contraction and expansion of the 

CV model during the segmentation process, directly guiding the contour iterations 

toward energy minimization. As a result, the efficiency of the CV model is greatly 

improved. In the experimental section, the number of iterations of the CV model with 

the introduction of a priori information will be compared with the normal CV model. 

4 Experiments and Analysis 

4.1 Implementation details 

In this section, this paper takes GCr15 tapered roller bearings after quenching and 

heat treatment as the experimental research object [13]. Ma et al. [20] calculated the 

iron-carbon phase diagram of GCr15 bearing steel by using ThermoCalc thermody-

namic software and the database TCFe8, and speculated that the carbides should be 

carburization. Metallographic dataset of bearing steel available from Chen [13] is 

presented. This dataset is used by us to study the method proposed in this paper. 

Then, we compared the TUnet-CV model proposed in this paper with the current 

popular methods on three evaluation metrics to verify the effectiveness of the propos- 
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Fig. 4. Experimental results of TUnet-CV, TUnet and CV models are shown and compared. 
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ed algorithm. The image resolution is 512×512. The dataset is separated into two sets: 

training set and test set, where the training set contains 30 image samples and the test 

set contains 10 image samples. We perform data augmentation on the dataset to ex-

pand the training sample. The operations used include rotation, flipping and scaling. 

The training process of TUnet-CV model uses Adam optimizer with stochastic gradi-

ent descent strategy. The batch size is set to 1, the initial learning rate is set to 0. 

0001, and the learning rate decays 10 times every 3000 iterations for a total of 21000 

iterations. The experimental computer CPU is Intel 4214R and the GPU is NVIDIA 

Tesla T4. 

 

4.2 Evaluation metrics 

In this paper three performance metrics are selected to measure: Dice coefficient, F1 

measure and Precision. F1-measure is the harmonic average of accuracy and recall 

rate. Precision is the ratio of the total number of correct foreground pixels extracted to 

the total number of foreground pixels extracted by the segmentation result. Dice coef-

ficient formula is as follows:  

 2( )M S
Dice

M S


=

+
 (10) 

M and S respectively represent the annotation data and the algorithm segmentation 

result.  

 

4.3 Qualitative analysis of experimental results 

We test the segmentation results of the TUnet-CV model in this paper on the metallo-

graphic dataset of bearing steel in Figure 4.  

The first and second rows in Figure 4 show the training metallographic images and 

the corresponding label images for the datasets. The third row of Figure 4 shows the 

results of the segmentation of the selected test images by the TUnet-CV model. The 

results show that the method can effectively detect the carbides with small particle 

size while segment the lamellar carbons. The global and local scale information of 

bearing steel metallographic images are fully captured. The fourth row in Figure 4 

shows the segmentation results of the TUnet model. It has the poor segmentation 

effect on the carbides with small particle size. The fifth row in Figure 4 shows the 

segmentation results of the CV model. By comparison, it can be seen that the 

proposed model in this paper performs better in segmentation effect. 

4.4 Quantitative analysis of experimental results 

Table I compares the results of the TUnet-CV model and the popular segmentation 

models in the metallographic diagram of bearing steel. Compared with other methods, 

TUnet-CV model achieved the highest Dice coefficient, F1 measure and Precision, 

reaching 0.9238, 0.9278 and 0.9115, respectively. 
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The morphology and distribution of the metallographic structure in the matrix ma-

terial have great influence on the mechanical properties of the material. The carbon 

content of steel is one of the main factors affecting the properties of steel. Therefore, 

it is of great significance to analyze the content and size of insoluble carbides in the 

metallographic structure of GCr15 bearing steel. 

 

Table 1. Comparison of the proposed method with other methods 

Method Dice coefficient F1 measure Precision 

DeepLabV3+ 0.8746 0.8980 0.8781 

U-Gan 0.9158 0.9260 0.9096 

Ostu 0.2647 0.2558 0.1610 

Canny 0.3949 0.6400 0.6316 

TUnet 0.8537 0.8931 0.8850 

CV 0.7489 0.8245 0.8034 

TUnet-CV 0.9238 0.9278 0.9115 

 

In order to verify the effectiveness of the TUnet-CV model, controlled variable 

method is used to conduct ablation experiments. In Table 2, the U-net model, TUnet 

model, Unet-CV model and Tunet-CV model are tested on the bearing steel metallo-

graphic dataset. The Dice coefficient, F1 measure and Precision values of TUnet-CV 

model all reached the highest. Therefore, it is effectively proved that the Transformer 

module and the CV model in the fine segmentation stage introduced in this paper can 

effectively improve the segmentation result. 

Table 2. Ablation experiments 

Method Dice coefficient F1 measure Precision 

U-net 0.6429 0.9046 0.8660 

TUnet 0.8537 0.9151 0.8850 

Unet-CV 0.8356 0.9075 0.8731 

TUnet-CV 0.9238 0.9278 0.9115 

 

We evaluate the effectiveness of the probability map as the initial contour by cal-

culating the number of iterations required for the TUnet-CV model and CV model. 

The test results show that it takes 40 iterations on average to test the bearing steel 

image by TUnet-CV model. In contrast, testing the CV model required an average of 

400 iterations. In this paper, we propose to use the probability map obtained by the 

TUnet model as the initial contour of the CV model, which significantly reduces the 

number of iterations and improves the efficiency compared with the CV model.  

In Table 3, we conduct experiments on the relationship between stability and the 

number of iterations. We increase the average number of iterations of the TUnet-CV 

model by ten iterations, respectively, and the segmentation results are displayed to 
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show that the TUnet-CV model stabilizes at the average number of iterations. The 

segmentation results show that the TUnet-CV model is stable under the average num-

ber of iterations. Continuing to increase the number of iterations results in roughly 

consistent segmentation. 

Table 3. Number of iterations and stability 

Dataset 40 50 60 

    

5 Conclusion 

In order to solve the problems of high similarity of gray values of various structures 

and complex topological structure in the metallographic image of the bearing steel, a 

two-stage segmentation model TUnet-CV for bearing steel is proposed in this paper. 

In the coarse segmentation stage, we select the TUnet network to segment the larger 

lamellar carbons and capture their complex topology. The coarse segmentation proba-

bility map obtained by the neural network is fed as a priori information to the fine 

segmentation stage. In the fine segmentation stage, the carbides with smaller particle 

size are finely segmented by a CV model with the probability map introduced as the 

initial contour. The proposed model is tested on the GCr15 bearing steel metallo-

graphic dataset. The experimental results demonstrate the validity of each component 

of the proposed model. 
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