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Abstract. Well-being is an integral aspect of the research aimed at supporting 
and improving the quality of life. Life satisfaction is not only one of its contrib-
uting factors, but also one of the most popular ways to assess the quality of an 
individual's life. The field of psychology has been developing for many years, 
collecting and analyzing people's behavior. Now, more than ever before, we have 
the means to further expand this research. The Internet age is capable of provid-
ing an unimaginable amount of data that can further improve the understanding 
of human nature and artificial intelligence provides the necessary means to ana-
lyze it. In this paper we apply various methods of artificial intelligence, such as 
machine learning and topic modelling, to identify the psychological characteris-
tics of VKontakte social network users using the Satisfaction with Life Scale. 
The results of the experiment show that a better accuracy is achieved by applying 
binary classification methods to our data and that socially active users tend to 
display a higher level of satisfaction with life. 

Keywords: Satisfaction with life, Social Networks, Machine Learning, Topic 
Modelling. 

1 Introduction 

The use of artificial intelligence to study online users is becoming more popular every 
year. The developed methods are often used for commercial purposes, to study the in-
terests and critics of the audience in order to improve marketing strategies, for example. 
However, it is also noticeable the growth in the use of this technology to analyze more 
nuanced aspects such as psychological disorders and subjective well-being (SWB). Sat-
isfaction with life (SWL) is a subjective assessment of a person's quality of life, de-
pending on a group of internal and external factors [1-5]. It is also considered one of 
the components of SWB, often used as a measurement of the latter. 

In this paper, we apply different artificial intelligence methods to identify the psy-
chological characteristics of users in the Vkontakte social network using the Satisfac-
tion with Life Scale (SWLS), as well as evaluate the resulting predictions. 

In Section 2, related works are reviewed, in Section 3 we present our dataset of 
Vkontakte users, in Section 4 we describe our methods and in the last sections, we 
present and discuss the results of the experiments. 
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2 Related Work 

Over the years multiple approaches were taken to study the different aspects of the 
human psyche, varying from machine learning methods to neural networks. The stand-
ard first step is to collect user data which can be divided into general data – text mes-
sages, likes on social media, etc. and psychological data – for example, test results from 
different screening tests. The analysis of user texts is usually conducted using language 
patterns that predict SWB. These patterns can be formed by an open or closed diction-
ary approach. The task of predicting the results of screening tests, especially SWLS, is 
often solved by regression algorithms, while classification methods are usually used to 
create additional input features. Among other algorithms, Random Forest regression 
(RFR) and Elastic Net regression stand out in this area as the more popular and efficient. 

The RFR algorithm is chosen because of its interpretability, nonlinear assumptions, 
efficiency and accuracy. RFR uses a set of decision trees, the results of which are com-
bined into one final result. Its principle is to build several binary decision trees by boot-
strapping samples randomly selected from the training dataset. Each tree is trained on 
a randomly selected sample of training data, and predictions are made by a majority 
vote of these trees. Thus, RFR is able to minimize errors due to bias and variance. In 
turn, the Elastic Net regression method combines Ridge regression and Lasso regres-
sion, combining their penalty coefficients. 

An example of the presented approach is in Collins et al. [5] where the following 
features were considered: static ego (Big Five1, age, number of friends, likes, etc.), 
temporal ego (data calculated using LIWC, reflecting the user’s sentiment at the time 
of writing the text), link features (SWL scores for couples and friends); and RFR was 
used to predict the SWL of the users. 

In a study by Chen et al. [6], the dataset of which included SWL results and Face-
book status updates, Elastic Net regression was used to select informative features 
among the topics of feelings generated by LIWC and LDA for a random forest model. 
Texts after preprocessing (removal of stop words and links, conversion of emoticons 
into words, etc.) were subjected to the calculation of polarity - evaluation of positivity 
(+1) or negativity (-1) of the post according to a predefined list of words valence. The 
result is the sum of the valence words divided by the number of status updates for each 
user. The texts were also subjected to topic clustering using LIWC, followed by feature 
reduction for extraction. 

The already mentioned SWLS is a screening questionnaire consisting of 5 statements 
evaluated by a seven-point system. It was designed for mass surveys of respondents 
about the level of subjective satisfaction with their lives. SWLS was proposed in 1985 
by Diener et al., the scale was adapted and tested into Russian by Leontiev and Osin in 
2003 [7-10] and allows us to calculate the SWL score on a 0-35 scale. 

As mentioned above, topic modeling methods are most often used to extract features, 
as for example in the above-mentioned study by Chen et al. or in Gkotsis et al. [11], 
where topic modeling was used to classify data from the social network Reddit that was 
related to different types of mental disorders. Thus achieving more than 80% accuracy 

                                                           
1 five broad dimensions of human personality 
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in binary classification. There are other successful examples of using this method to 
study the mental state of users in social networks such as Twitter and Facebook [12]. 

Nevertheless, even without applying topic modeling to predictive models, this 
method can be a very convenient resource for studying a dataset. This method allows, 
for example, to observe the prospect of a field of study through the consideration of 
mentions of that field in documents of various periods [13]. 

3 Dataset 

The volunteers of this study were required to take a SWL test and provide the results 
as well as general information about themselves such as age (12-79), gender and text 
messages (2007-2019). Thus was collected the information of 1908 users, from which: 

─ 1340 completed the SWL test;  
─ 1659 provided their general data;  
─ 249 completed the test, but did not provide general data; 
─ 568 submitted general data, but not the test scores; 
─ 1091 completed the SWL test and provided general data. 
As the scope of our interest is the investigation of SWL score and profile of the user, 

we cleaned the dataset from users that did not provide this score and the required gen-
eral data. Afterwards we removed all non-Cyrillic words, punctuation and stop words 
from users’ text messages, then tokenized and lemmatized the text using the nltk library 
and pymorphy2 analyzer [14]. This process left some users without textual messages, 
which led to another cleanup. The data before any changes is referred as initial data, 
the data after the first cleaning as cleaned data, and the data after the text processing as 
pre-classification data (see Table 1). 

Table 1. Dataset statistics at various stages of preparation 

Observed data Initial data Cleaned data 
Pre-classification 

data 

Number of users 1908 1091 1069 

Males 427 (31.87%) 336 (30.8%) 320 (29.93%) 

Females 913 (68.13%) 755 (69.20%) 749 (70.07%) 

Age 24.73 ± 6.83 25.08 ± 6.91 25.10 ± 6.86 

SWLS score 15.81 ± 6.71 16.06 ± 6.77 16.07 ± 6.76 

Total number of 

posts 
112573 81706 81675 

Note: The numbers are presented as a mean value ± standard deviation. 
 
The next step was the further analysis of the dataset in search of possible useful 

features. As such, the feature “post frequency” (number of text messages per user) was 
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created. It is worth noting that the more significant correlations were observed between 
message frequency and SWL score (r=0,088), as well as message frequency and age 
(r=0,238). 

In preparation for the classification task were created two copies of the pre-classifi-
cation dataset. One for binary and the other for ternary classification. For binary clas-
sification, SWL scores were converted to 0 (dissatisfied), if 0 ≤ SWL score ≤ 17 and 1 
(satisfied), if 18 ≤ SWL score ≤ 35. As for ternary classification, the scores were clas-
sified as one of the following: 

─ 0 (dissatisfied), if score 0-14; 
─ 1 (satisfied), if score is 15-25; 
─ 2 (very satisfied), if score is 26-35. 
If we look at the percentage in the resulting set according to the ternary classifica-

tion: 47.61% are not satisfied, 42.1% are satisfied and 10.3% are very satisfied. And in 
the binary set, 61% are not satisfied, while 38.96% are satisfied.  

It was also of interest to see if gender has any influence in the results. 

Table 2. Comparison of satisfaction between men and women 

 Male Female 
Mean SWLS score 16.16 16.02 
Binary classification: dissatisfied, sat-
isfied (%) 

61.25, 38.75 60.88, 39.12 

Ternary classification: dissatisfied, 
satisfied, extremely satisfied (%) 

49.38, 39.69,  
10.94 

46.86, 43.12,  
10.01 

As we can see in Table 2, the parameters are very close in value, but women appear 
to be slightly more satisfied than men in the binary and ternary sets. This observation 
may be explained by the fact that women evaluate situations differently from men. Be-
cause of this, a woman's score may be higher than a man's, even under the same cir-
cumstances [15]. 

4 Methods 

4.1 Features  

To create additional features, we used the polarity method [6]. We determined the po-
larity of each word or expression by using the free polarity dictionaries RuSentiLex 
(2017) [16] and KartaSlovSent [17]. Their contents were combined and the score was 
converted to +1, 0 or -1 accordingly. As result we got positive, negative and overall 
polarity. 
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4.2 Topic modeling   

In order to find and study possible common trends or interests of users from different 
satisfaction categories we created topics. For this we used LDA models from the gensim 
library, which is easy to use and allows the visualization of topics as bubbles.  

The tests were carried out on 3 groups from the dataset formed according to the 
ternary classification criteria: 

1. general (texts of all users);  
2. positive (texts of users satisfied with life);  
3. negative (texts of users who are not satisfied with life).  
At the first stage of topic modeling, only 2 topics were set. They can be described as 

"Public life" (topic 1) - mentions of politics and public events; and "Personal life" (topic 
2) - congratulations and more mentions of positive terms like "love" and "good" (see 
Table 3). 

 
Table 3. The ratio of words used in each topic, depending on the group 

Group  Topic 1  Topic 2 
General 61.3% 38.7% 
Positive 92% 8% 
Negative 50.3% 49.7% 

 
When 10 topics were set, it was noticed that the negative group had fewer significant 

topics than the positive one. While for the positive group we could distinguish 5 topics 
with a more or less uniform amount of use, the negative group had only 3, where the 
first was much more common than the second and third. This distribution suggests that 
users from the positive group are much more involved in public life than users from the 
negative group. 

In the second stage of these trials we compared the following topic models: LDA, 
LDAMallet, TF-IDF and HDP. LDA models are based on variational Bayes inference 
and are considered optimal because of their speed, but not the most accurate. LDAMal-
let models use Gibbs sampling and are more accurate than LDA. TF-IDF models use a 
TF-IDF corpus instead of the matrix of terms as input data for the LDA model. HDP 
models can be considered as an extension of the LDA model, as they also use Dirichlet 
placements, but unlike the LDA do not require specifying the number of topics. The 
selection of the optimal number of topics was based on the calculation of the coherence 
value (Coherence Model) for models with 2 to 40 topics. The general group served as 
input data. The last highest result before the first decrease in value was selected as the 
best for each model. For all models except HDP (150 topics) the optimal number of 
topics was 14 with the coherence value being LDA=0.3048, LDA(TF-IDF)=0.3591, 
LDAMallet=0.3874 and HDP=0.4926. Despite the HDP model performing better, it 
should be kept in mind that an increase in the number of topics entails an increase in 
the number of overlapping topics, which complicates the process of describing and dif-
ferentiating each.  
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 Further analysis showed that 324 out of 1069 documents had less than 100 words. 
In other words, 30.3% of the documents. Observations also showed that among the 
most frequent words in the dataset there were those that did not carry a significant se-
mantic meaning or because of their frequency, negatively affected the creation of topics 
(being present in almost all topics). After the removal of some of those words, the pre-
vious experiment was repeated once more (see Table 4). 
 

Table 4. Results of different models 

Models LDA LDA (TF-IDF) Mallet LDA HDP 
Number of topics 8 8 8 150 
Coherence value 0.4107 0.5127 0.408 0.5145 

 
The frequency of studied topics with a threshold exceeding 0.3 showed that in gen-

eral, the most popular topics in VKontakte messages are congratulations. 
At last, 4 simple topics inspired by those observed in the previous steps were manu-

ally created: “life” – general quotidian terms, “citizen” – words related to politics and 
public events, “gratitude” – wishes and felicitations, “vacation” – words related to free 
time such as games and movies. 

4.3 Models  

Separate models were built for classification and regression. From the initial list of 
algorithms, one or several that showed a higher result compared to the others were se-
lected. After that, the chosen models were tested with different sets of features and the 
result was compared once more. The different features were grouped as follows: gen-
eral info (age, gender, post frequency), text (users’ textual messages), SWL score, po-
larity (positive, negative and overall), topics. 

The dataset was divided into training, test and validation (80/10/10) and vectorized 
using TF-IDF, which calculates the significance of a word based on the its frequency 
of occurrence in one document and in the entire corpus. The models were built using a 
pipeline consisting of a transformer (ColumnTransformer2) and different models as es-
timators. After that, the model with the best result was selected.  

At the intermediate stages, the best results in classification were shown by support 
vector machine and random forest models. In the regression task, ridge regression, elas-
tic net and random forest were the best performing.  

5 Results 

The distribution of the created topics in section 4.2 showed that for binary classifica-
tion, the biggest difference in the frequency of use falls on the topics "citizen" and 

                                                           
2 https://scikit-learn.org/stable/modules/generated/sklearn.compose.ColumnTransformer.html 

https://scikit-learn.org/stable/modules/generated/sklearn.compose.ColumnTransformer.html
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"gratitude". While in the ternary classification, the topic "vacation" is added to this list 
(see Tables 5 and 6). 

The results obtained support the theory that more satisfied users have a greater in-
terest in social activities, since the biggest difference between opposite groups is re-
flected precisely on the topic of public interests - "citizen". The reason for this may be 
a sociopsychological factor, in particular extraversion – a personality trait that affects 
a person's need to search for social interactions, which are important to humans as social 
animals. The explanation for this result may also be related to the concept of satisfac-
tion, as the fulfillment of public expectations or duties. A closer connection with public 
life may also be reflected in the “gratitude” topic, since it is assumed that a social person 
has a wider circle of friends and acquaintances. The significance of the topic "vacation" 
may hint at the ability of a satisfied individual to rest more often and thus maintain a 
balance between work and rest. 

 
Table 5. Binary classification users who used the created topics, % 

Topic Users 

Dissatisfied Satisfied 

Life 78.68 83.45 

Citizen  40.79 49.64 

Gratitude 66.72 75.54 

Vacation  72.54 79.38 

 
Table 6. Ternary classification users who used the created topics, % 

Topic Users 

Dissatisfied Satisfied Very satisfied 

Life 78.99 82 86.36 

Citizen  38.11 49.11 52.73 

Gratitude 65.22 73.78 78.18 

Vacation  71.9 76.22 86.36 

 
As for the models created in section 4.3, results showed that for the ternary classifi-

cation the features text, general info and polarity combined had the most positive effect, 
unlike binary classification, where the feature general info practically does not affect 
the final result. This was probably caused by the obvious imbalance of the third cate-
gory ("very satisfied") in the ternary classification compared to the other 2. The topics 
created in 4.2 showed a slight improvement in classification and prediction results for 
the worst performing models, but not for the best models (see Table 7). 
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Table 7. Comparison of the best results obtained with and without topics as features 

Features Type Model Results 

MAE Accuracy RMSE R-2 

Text + Polarity + 

Topics 

BC RFC 0.3627 0.6373 0.6022 -0.6 

Text + Polarity BC RFC 0.316 0.6839 0.5622 -0.3945 

Text + General 

info + Polarity + 

Topics 

TC SVC 0.4663 0.5751 0.7411 -0.397 

Text + General 

info + Polarity 

TC RFC 0.4611 

 

0.5855 

 

0.7446 

 

-0.4102 

 

Text + General 

info + Polarity + 

Topics 

R ElasticNet 5.5631 - 6.5701 -0.0217 

Text + General 

info + Polarity 

R ElasticNet 5.5308 - 6.6493 -0.0465 

Note: BC – Binary classification, TC – Ternary classification, R – Regression. 
 

Nevertheless, it is noticeable that the results for ternary classification and regression 
using topics and without using them are not so different as in the case of binary classi-
fication. Perhaps this indicates that topic modeling has a greater influence on the result 
of these former approaches. Therefore, it can be assumed that in case of improving the 
topic modeling, such a mixed approach can lead to a better result than the one we got 
now. 

6 Conclusion 

In this study, we considered multiple approaches to the identification of the psycho-
logic characteristics of VKontakte users, mainly the prediction of SWL score and de-
tection of influential factors. For prediction, we used regression and classification mod-
els. For the behavior analysis were created several topic models. 

The investigation showed that binary classification using textual messages and po-
larity scores performed better, than the others. While the results of topic modelling in-
dicate that users who are more satisfied with life tend to pay more attention to the public 
and are presumably more socially active than the dissatisfied. 

 In future work, we plan to explore the possibility of using neural network ap-
proaches and language models to improve the quality of determining the level of life 
satisfaction among Russian-speaking users of the VKontakte social network. 
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