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Abstract. At the present time, problems related to the automation of
medical data processing are urgent. Particularly systems for human phys-
iological parameters monitoring and analysis are under great attention.
Such systems often use special types of sensors such as infrared cam-
eras for biomedical images capturing. The current article describes our
research on human pupil and iris segmentation problem over snapshots
acquired by infrared camera. In the article we propose a custom DNN
architecture with novel loss function for training human segmentation
eye. We also present the segmentation dataset and comparative analysis
of various segmentation technique applied to human eye segmentation
problem. The proposed model outperforms other considered approaches
and demonstrate the state-of-the-art results.
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1 Introduction

At the present time, the automation of medical processes and its applications
related to statistical data analysis and machine learning are under active devel-
opment [27, 26].

Among the wide variety of issues dealing with processing of raw images, prob-
lems related to the analysis of human eye can be highlighted. The analysis of
infrared camera snapshots is actively used to evaluate the physiological param-
eters of the human eye. Thus, the problem of infrared human eye segmentation
has great industrial and scientific-medical applications. For example, a system
of psychophysiological assessment (under development by NPP VIDEOMIX 3)
uses the results of segmentation of infrared snapshots of the human eye.

Nowadays, there are many approaches to the segmentation of objects in
the image [2,13,24]. These approaches can be conditionally divided into sev-
eral groups. First group is a classical methods represented by an adaptation of
cluster analysis approaches to highlight segments in the images [2, 13]. The sec-
ond group is represented by segmentation methods based on deep neural network

3 NPP VIDEOMIX - https://v-mix.ru
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architectures [12, 1, 18]. And the third group includes approach that we have de-
veloped are presented with special biomedical image segmentation engines [24,
20,27,33,4,5].

However, the specific context of the human eye image segmentation task
based on infrared camera images shows insufficient efficiency of the aforemen-
tioned approaches in the context of their use in such complexes as MIX GT-19 4.
This circumstance led us to develop our own methods for the task of human eye
segmentation in such conditions.

Thus our contribution is presented by the following aspects:

— we publish an annotated infrared snapshots dataset for segmentation of hu-
man iris and pupil (Iris and Pupil dataset - InP ®).

— we present a comparative analysis of classical methods and neural network
methods for segmentation of human iris and pupil images.

— we present our method that demonstrates the state-of-the-art on the pro-
posed dataset.

— we present a comparative analysis of different image preprocessing methods
and design approaches for building deep neural network architectures to solve
our problem.

— we also propose an additional segmentation quality metric to evaluate the
quality of the segmentation of the eye elements (smoothness estimation).

2 Related work

"Classical’ methods for human eye segmentation involve adapting cluster analysis
approaches to highlight segments in human eye images. These methods typically
involve grouping pixels in the image into clusters based on their similarities
and differences in intensity or color. By analyzing the resulting clusters, these
methods can identify regions of the image that are likely to correspond to the
iris, pupil, and other parts of the eye.

One popular approach in this category is the k-means clustering algorithm,
which partitions the image pixels into a predetermined number of clusters based
on their euclidean distance from a set of randomly initialized cluster centroids [15,
23]. The k-means algorithm offers various benefits such as simplicity and effi-
ciency in processing large amounts of data. To apply k-means to segmentation
specifically, researchers have used features like intensity, texture, and shape for
clustering. For example, we can encode an image using Gabor wavelets and then
apply k-means to group similar pixels together [22,28]. Alternatively, we can
use a hybrid approach that combines k-means with other techniques like mor-
phological operations [14] or graph-based methods [6]. However, like any other
clustering algorithm, k-means does not always produce optimal results, especially
when dealing with images that have complex structures or low quality.

4 MIX GT-19 - https://v-mix.ru/technology/eye-tracking/
® Iris and Pupil dataset (InP) - https://github.com/itmo-cv-lab/eye-tracking-dataset
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Another common clustering method, mean-shift, can be utilized for group-
ing pixels with similar characteristics, such as color or texture, into regions of
interest. One advantage of mean-shift over other clustering algorithms like k-
means is its ability to handle non-parametric distributions and to automatically
determine the number of clusters.

Fukunaga et all [9] introduced the mean shift procedure based on asymptotic
unbiasedness, consistency and uniform consistency of a nonparametric density
function gradient estimate using a generalized kernel approach. The mean shift
procedure has found its applications in image analysis [17] and texture segmen-
tation, among other fields.

Despite its advantages, mean-shift can be computationally expensive and
may take longer to run than other methods.

While mentioned above ’classical’ methods have been widely used for eye
detection in the past, they often struggle with variations in scale, orientation, and
lighting conditions. As a result, more modern deep learning-based approaches
have emerged that can handle these challenges more effectively.

The popularity of Convolutional Neural Networks (CNN) has increased due
to their ability to generalize well and the availability of powerful graphics process-
ing units that can efficiently solve optimization problems with a large number of
parameters. The first work on iris and eye segmentation using CNN appeared in
the early 2016s [7, 8]. One of the first successful approaches was the Deeplris [10]
network architecture, which used convolutional and pooling layers to extract
features from iris images. The extracted features were then transferred to a fully
connected block that produces a segmentation result.

In the following years, many modifications of CNN architectures for iris and
eye segmentation were proposed. For example, various adaptations of UNet [25],
a convolutional neural network designed specifically for segmenting biomedical
images, have been utilized for the segmentation of eye structures. The UNet
architecture utilizes convolutional network concept along with downsampling,
upsampling, and bottlenecks. Another architecture, ENet [19], has also imple-
mented a encoder-decoder structure with similar bottlenecks to diminish model
complexity for real-time segmentation in mobile applications. In particular, re-
cent studies investigates MinENet [21], EyeNet [16] and EyeMMS [3] architec-
tures, which are based on ENet and UNet. These models were tested using
OpenEDS dataset [11] consisting of 12,759 pixel-level annotated images for key
eye regions, including iris, pupil, and sclera, as well as 252,690 unlabeled eye im-
ages. The results showed values over 0.92 on the mIOU metric, indicating high
performance in iris and pupil segmentation. However specific context proposed
by our infrared snapshots dataset (InP) that was prepared in cooperation with
NPP VIDEOMIX, does not allow to obtain sufficient performance in segmenta-
tion for MIX GT-19 eye-tracking system integration.

There is an infrared human eye segmentation approach described in [31].
Unfortunately special shooting conditions do not allow to apply the proposed
solution in the context of a general perspective problem, which we consider in
our work.
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3 Problem statement

Thus the goal of the article is to describe our research results on human eye
segmentation over infrared camera full face portrait snapshots. Thus, our focus
is on the problem of segmenting a person’s eye in a portrait photograph, which
can be summarized as follows.

We use a monochrome image I captured using an infrared camera as an input.
As a segmentation result we have to obtain binary masks of human eyes pupil
(Mpupir) and iris (Mjys). Output binary masks that present human eyes segmen-
tation result can be described as matrices which elements can be assigned with
only two values according to the following. M|z, y] = 1, if pixel with [z, y]
coordinates refers to the area occupied by the pupil, else 0, and M;,;5[x,y] = 1,
if pixel with [z, y] coordinates refers to the area occupied by the iris, else 0.

4 Proposed solution

To solve the problem we used a custom neural network architecture, which is
based on the Unet-like convolutional neural network model with an attention
mechanism. Our approach is similar to [27,26] attention integration but uses
multi-scale self-attention that description we provide below. We based our ap-
proach on Unet-like architecture because Unet-like architectures provide good re-
sults in biomedical images segmentation. We also used multi-scale self-attention
as a special non-local block as it allows to take into consideration non-local image
patterns.

So the solution of the stated problem is presented with a combined neural
network that pipeline contains the following stages: preprocessing and segmen-
tation. When training the neural network architecture, we took into account
the characteristics of the object, namely the smoothness and convexity of the
contours. Let us have a closer look at the model components.

4.1 Data preprocessing

For better quality of image segmentation, we used the preprocessing stage. There
are a lot of solutions for an automatic general images enhancement like [30, 29].
However our domain is very specific so we have to combine our custom prepro-
cessing pipeline that is based on the following filters usage. In order to obtain
the most optimal combination of transformations of the analysed image, we used
various combinations and parameterisations of different filters and selected suc-
cessive application of described below transformations.

Median filtering A median filter is an image processing filter used to re-
move noise from an image. It works by replacing each pixel with the median
kernel value (a square area defined by the kernel size) surrounding that pixel.
This reduces the effect of outliers (some pixels that have values that are signifi-
cantly different from neighbouring pixels).
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Gaussian blur filtering The Gaussian blur filter represents a local kernel
convolution, defined by samples from a two-dimensional Gaussian function. This
function is the product of two one-dimensional Gaussian functions:
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where fiz, i1, - the mathematical expectations of the x- and y-axes, o - standard
deviation (02 - variance), which is also called the radius of this function, e -
Euler’s number. This function is the product of two one-dimensional Gaussian
functions.

Centred Gaussian filtering If we assume that the Gaussian function is
centred (i.e. mean pg, = p, = 0), the formula is simplified:
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Such a centred function is computed at (2k + 1)x(2k + 1) points, with the
initial window pixel at (0, 0). This results in an important filter kernel for local
operator with parameters ¢ > 0 and k£ > 1.

Gaussian pyramid filtering The Gaussian pyramid is a multiple anti-
aliasing and shrinking of the image to a certain level to give smaller versions of
the image at different sizes, but with the key details.

Sigma filtering This local operator is also defined for windows W, (I) of
size (2k + 1)x(2k + 1) at & > 1. The parameter o > 0 is interpreted as an
approximation of the noise accompanying the image I (e.g., o is approximately
50 if Ginae = 255). In the proposition that the local operator is computed in
parallel, the new image J is generated as follows:

1. Compute the window histogram W), (I);
2. Calculate the average p of all values in the interval [I(p) - o, I(p) + o];
3. Put J(p) = p.

Sharpness filtering The purpose of sharpening is to produce an improved
image J by increasing the contrast of the original image I along the edges with-
out adding noise to the homogeneous areas. This local operator calculates the
difference R(p) = I(p) — S(p) between the original and smoothed images. The
difference is then added to the original image I:

J(p) = 1(p) + A[L(p) — S(p)] = [1 + A I(p) — AS(p),

where, A > 0 is the scaling factor. In principle, to obtain a smoothed image
S(p).

The dimensional parameter k ("radius") of these operators controls the spa-
tial distribution of the smoothing effect, and the parameter A\ controls the effect
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of the correction signal I(p) — S(p) on the final result. Thus, &k and A are the
usual interactive control parameters for unsharp masking.

The best configuration is to use the Gaussian pyramid blur to remove noise
from the image, followed by the addition of a sharpening filter to emphasise the
sharpness of the edges.

4.2 Deep neural network architectures

Our architecture is based on the UNet deep neural network model and the
method proposed in this article [27]. But unlike approach proposed in the pa-
per [27], we used attention at all scales and one output presented with a binary
mask (Fig. 1).

Attention
—_—— —_—
Block
Preprocessing Block —» » i » —»  Segmentation ma
1V £ Attention 4 P
Block
1 » > > >
I t i > >
fiput image Attention_> >
Block

Fig. 1. The proposed DNN architecture.

As blocks of attention, we used the self-attention mechanism that was used
in [27,26]. Our self-attention block (Fig. 1) is combined with convolutional UNet
features extractor at different scales.

4.3 Special loss function

It should be noted that objects under consideration have very specific properties.
In particular, appropriate segmentation (Fig. 3) results have the rounded shape
and also locally certain properties of curvature or concavity. That is conditioned
by anatomical features of a structure of a human eye. In order to take this feature
into account as much as possible during our segmentation model training, we
have developed a special additional loss function component.

The main idea is to divide the segmentation result into sections and calcu-
late the statistics of the local properties of convexity and concavity. After that,
statistics are collected on local properties for each patch and a penalty is added
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Fig. 4. Special loss function evaluation illustration.

for the deviation from the expected properties of an object having a spherical
shape (see Fig. 4).

Let us describe in more detail the algorithm for calculating the special com-

ponent of the loss function L,

Algorithm 1 An algorithm of L, evaluation

1:

2:
3:
4:

calculate coordinates of centroid of segmentation result M
split M into two parts Ly, and Laown

split My, and Mgown into n regions of the same area
evaluate penalty

n
1 d
Lsp = Lup + Ldown = E * Z(lzlp + l7, own)7
i=1
where liup = 1if Y LiP[2f0¢, y2b°v¢] < threshold"? Y LiP[ztelow ybelow])
yabove < P x gbove  pub  yhelow o pup y gbelow 4 pUP Celse 0 . lidown computed
similarly but using thresholdgown -
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5 Evaluation

We investigated performance of the proposed model and its variations using our
dataset (InP).

5.1 Dataset

In our research, we have used a dataset (InP), which we have prepared together
with NPP VIDEOMIX and made publicly available®. That dataset is repre-
sented with annotated pairs of the following form: an image of a human eye
captured by an infrared camera, and a binary segmentation mask corresponding
to a particular object (pupil and iris) (Fig. 5). The first patch of dataset contains
1758 images and related to iris segmentation. Infrared snapshots are paired with
masks. Snapshots captured for 8 subjects (439 images per subject on average).
The second part of the dataset related to pupil segmentation contains 7343 in-
frared snapshots of pupil paired with corresponding segmentation mask acquires
from 21 subjects (699 images per subject on average). We used 5:1 train/test
split ratio.

a) b)

c) d)
Fig. 5. InP dataset illustration: a) iris and mask; b) iris and mask; c¢) pupil and mask;
d) pupil and mask.

5.2 Training details

We trained each model for approximately 30 epochs using early stopping. We
determined the optimal batch size experimentally and found that a batch size of

S https://github.com/itmo-cv-lab/eye-tracking-dataset
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32 provided the best performance. We trained our models using a cluster with
multiple NVIDIA T4 16GB GPU workers. The performance results are presented
in Section 5.3.

5.3 Experimental results

During our research, we employed a variety of practices to gain a better under-
standing of the problem at hand. Our findings were then organized and reported
in Table 1. We used IoU as a segmentation quality measure.

Table 1. Comparative analysis of segmentation methods using the InP dataset

| Model mloU irisimIoU pupil]
Deeplris 0.864 0.868
ENet 0.866 0.873
MinENet 0.872 0.881
EyeNet 0.879 0.884
EyeMMS 0.884 0.886
MinENet 0.888 0.891
Unet ResNet-18 0.872 0.882
Unet ResNet-50 0.897 0.901
Unet EfficientNet-b4 0.932 0.945
Unet-++ EfficientNet-b4| 0.936 0.951
Ours 0.969 0.976

As can be seen from the table 1, our approach outperforms counterparts and
demonstrates state-of-the-art results on InP dataset.

6 Conclusion

In conclusion, our article described our research on human pupil and iris seg-
mentation problem using snapshots captured by infrared camera. We proposed
a custom architecture and novel special loss for training human eye segmenta-
tion neural network models. We also provided a human annotated segmentation
dataset and compare analysis of segmentation technique approaches applied to
the dataset. The experiment results demonstrate that our model outperforms
other consideration approaches on the proposed dataset and achieved the state-
of-the-art result.
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