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Abstract. The paper analyses the correlation of change in word concreteness 

ratings with semantic change. To perform the analysis, we apply a neural net-

work to diachronic data to obtain concreteness ratings of English words. As in-

put to the model, we use co-occurrence statistics with the most frequent words 

extracted from the Google Books Ngram diachronic corpus. It is shown that the 

model, initially trained on data averaged over a long time interval, predicts the 

concreteness ratings with high accuracy (based on the word co-occurrence data 

in a particular year). The impact of lexical semantic change on the change in the 

concreteness rating is analyzed using 69 words borrowed from previous works. 

As the considered cases show, the neural network estimate of the word con-

creteness rating is very sensitive to changes in semantics. Among the factors 

that influence changes in the concreteness rating, we reveal the emergence of 

new meanings of a word, the competition of word meanings related to different 

parts of speech, the use of a word as a proper name, and the use of the word as a 

part of collocations. It is shown in the paper that changes in the concreteness 

rating can (along with changes in other properties) serve as a marker of seman-

tic change. 

Keywords: concreteness ratings, lexical semantic change, word co–occurrence, 

abstractness. 

1 Introduction 

Natural language constantly evolves, and its diachronic studies is relevant for modern 

science. Creation of large text corpora and development of computational tools al-

lows one to perform large-scale analysis of language evolution. One the widely inves-

tigated spheres is semantic change.  

Many works have studied evolution of semantics. Special competitions are held for 

computer programs to detect semantic changes [1]. By semantic changes we under-

stand any changes in a word meaning (such as semantic shift, meaning narrow-

ing/broadening etc). The standard approach to semantic change detection derives from 

the well-known distributive hypothesis [2,3] that suggests that words that are used and 

occur in the same contexts tend to purport similar meanings; at that, context change 
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can be revealed by computational methods. Overviews of the state-of-the-art methods 

of automatic semantic change detection can be found in [4,5]. 

Different methods of semantic change detection have been developed in various 

papers. The article [5] distinguishes 3 groups of methods. The first one is static em-

bedding, a single word representation with all semantic information. The second one 

is a topic model, a representation of a word that approximates different meanings. The 

third one is contextual embedding, the presentation of each individual use of a word 

with subsequent clustering of similar uses. 

In all these cases, the investigation is performed in two steps. First, a certain word 

vector representation is built for different time intervals. Then, any change in the re-

sulting representation over time is analyzed. However, another promising approach is 

possible. Thus, in the works by [6,7], it was proposed to use changes in certain prop-

erties of a word (number, case, tense) as markers of semantic change. A similar idea 

is developed in [8], which uses the category of animacy/inanimacy to trace semantic 

changes; and in [9] that discusses an algorithm for detecting new meanings of words 

associated with proper nouns. In this paper, we consider change of word concreteness 

as a marker of semantic change.  

Word concreteness refers to the extent to which a word denotes an object that can 

be experienced by the senses [10]. Concrete nouns are words that denote objects and 

substances; they exist physically meaning they can be touched (for example, book, 

table, cat) and one can also get a picture of what the items are. Whereas abstract 

nouns are the opposite relating to things having no physical existence and non- repre-

sentable (for example, happiness, idea, truth) [11]. 

Words are assigned concreteness ratings that are obtained by respondent`s survey. 

There are special dictionaries of concreteness ratings of words created for main lan-

guages of the world. For example, the most commonly used English dictionary is 

[12]. An up-to-date review of other dictionaries can be found in [13]. 

The issue of historical changes in the word concreteness rating was discussed in 

[14,15]. At the same time, [14] focuses the problem of whether the concreteness rat-

ing increases on average. In contrast to this work, we consider diachronic estimates of 

the concreteness rating of individual words and analyze how the concreteness rating 

responds to changes in word semantics. The study objective is to check the possibility 

of using changes in a word concreteness rating as a feature for solving the problem of 

lexical semantic change detection. To do this, firstly, we show how to obtain dia-

chronic rating estimates. Concreteness ratings are estimated using word co-occurrence 

statistics based on the large diachronic corpus Google Books Ngram [16] by applying 

an algorithm proposed in a recent paper [13]. Secondly, we reveal the main factors 

that lead to a change in the concreteness rating, as well as perform classification of 

the considered examples. 

2 Related Works 

The problem of lexical semantic shift detection is widely discussed in scientific lit-

erature.  A good overview of earlier works can be found in [17]. Numerous studies in 
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the field of semantic change can be classified according to a number of criteria. As it 

was mentioned above in [5], change detection methods are classified depending on 

the used word vector representation. In [18], all works are divided into two groups: 

graded case when the degree of semantic change is determined; binary case when it 

matters whether the change occurs or not. In [19], another binary classification is 

proposed: 1) just revealing a change in semantics, or 2) also determining the type of 

change (new meaning, extension or narrowing of the meaning of a word). 

The Google Books Ngram (GBN) corpus (https://books.google.com/ngrams) 

[20,16] and The Corpus of Historical American English described in [21] are most 

often used for such research. Most of the studies are performed for the English lan-

guage. There are 27 datasets described in [4], most of which (24 datasets) are English. 

In some papers, a change in the semantics of a words is associated with a change in 

its other properties. Perhaps one of the most sensitive markers of semantic change is a 

concreteness rating.  

The concept of word concreteness plays an important role in psycholinguistic re-

search. Concreteness ratings are used in various neurophysiological, medical, and 

psychological surveys to study the structure of word representations in human 

memory [22]. Data for dictionaries with estimates of concreteness ratings of words 

were obtained from participants [12,23]. For each word, at least 25 estimates are got 

on a 5- or 7-point scale. However, such data are not available for past centuries. 

Therefore, for diachronic studies, estimates of concreteness ratings can be obtained by 

extrapolation using various machine learning methods. An overview of works on 

machine estimation of concreteness ratings can be found, for example, in [13]. 

Diachronic corpus studies were carried out to identify changes in word concrete-

ness ratings over time. The evolution of word semantics using contemporaneous, 

decade-specific computational estimates of word concreteness was studied in [14], 

where it was shown that distinct word types of the English language become increas-

ingly more concrete over time and relatively concrete words tend to be used more 

often than abstract ones. Strict quantitative estimates have also been obtained which 

show that word concreteness increased by 13.5% over 150 years. To obtain diachron-

ic estimates of word concreteness ratings, this paper uses the SentProp [24] algorithm, 

which combines a well-known method of label propagation with advances in word 

embeddings. 

A valuable tool (Macroscope) for studying historical changes in language over the 

last two centuries was developed in [15]. Based on the traced changes in a word co-

occurrence, the Macroscope provides diachronic quantitative information about 

changes in a word’s valence, arousal, and concreteness. 

Fukugawa et al [25] evaluated the role of concreteness in predicting the direction 

of semantic change and found that it is more reliable and accurate than valence, and 

frequency. It was also found that in 70% of the attested cases of semantic change, the 

words became more concrete. In this paper, the analysis is carried out a posteriori for 

cases of lexical semantic change detected in earlier works. At that, the authors of [25] 

approximate the word ratings with their contemporary values extracting ratings from 

the database [12]. Therefore, changes in ratings over time are not considered in [25]. 

https://books.google.com/ngrams
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3 Data and method 

3.1 Model Architecture 

Our paper uses the method for concreteness rating estimation presented in [13]. 

Therefore, we will only briefly describe the method; a detailed description can be 

found in [13]. 

To train the model, we use the dictionary presented in [12] which includes 40,000 

English words with concreteness ratings. To build a vector representation of a particu-

lar word, we used data on the word co-occurrence statistics in the GBN corpus. The 

method of co-occurrence with the most frequent words (CFW) is described in detail, 

for example, in [26,27,15]. According to this method, a vector that represents a word 

is constructed using frequency values of all bigrams including this word. There can be 

two types of bigrams - Wx and xW – where a target word (W) occurs before or after 

the context word (x).  Context words are the most frequent ones selected for the study. 

As in [13], we choose 20,000 English context words that were the most frequent in 

1900-2019, according to Google Books Ngram. 

Bigram frequency data is extracted from the English corpus of Google Books 

Ngram. In the process of the model training, we use frequencies averaged over the 

period 1900-2019. Bigram frequencies have a very large dynamic range of values - 

from units to tens of thousands, which makes it difficult to process such data. In [28], 

it was proposed to use vectors composed of pointwise mutual information (PMI) val-

ues. Following [13], we use a regularized version of PMI: 

 log2 (
𝑓𝑤𝑥

𝑓𝑤𝑓𝑥
+ 1) 

Here, fwx is a relative frequency of a bigram consisting of the target word W and the 

context word x, fw and fx are relative frequencies of both words. 

To estimate the target parameter, a multilayer neural network of direct propagation 

is used. The dimension of the input vector of the neural network is equal to the dou-

bled the number of context words. Thus, the dimension is 40,000. The architecture of 

the subsequent layers of the neural network was as follows: 4 hidden layers, each of 

which had a non-linear activation by the ELU function. The number of neurons in 

each layer was 128. The last output layer had a dimension of 1 and had a linear acti-

vation. The number of weights in the network is large, and most of them are in the 

first hidden layer. To avoid network retraining, a dropout layer [29] with a parameter 

of 0.1 was placed between the input and the first hidden layer. Thus, at a time, only 

90% of the data from the input vector got to the input of the network in the training 

mode. This ensured regularization of the model and, as a result, an increase in the 

accuracy of estimating the concreteness rating. 

The loss function was the root mean square error between the model outputs and 

the target values of concreteness ratings. The minimization of the functional was car-

ried out on the basis of the stochastic gradient descent method with a batch size of 

128. The Adam method [30] was used as an optimization algorithm. The optimization 

process was stopped based on the results of observing the dynamics of the loss func-
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tion on the test set. If during 100 optimization iterations the values of the loss function 

did not decrease, then the optimization process was stopped and the best set of net-

work weights was used to estimate the quality of the resulting model. 

3.2 Learning and Testing of the Model on Synchronous Data  

We selected 36,997 words from the [12] database for training and testing. These 

words must be used in the Google Books Ngram corpus at least in 3 different bigrams 

within 1900-2019 and their total frequency for the same time interval must be not 

lower than 30. Following [8], the set of words were divided into 6 groups, so that all 

forms of each lemma fell into only one of these groups. Next, the list of words was 

divided into training and test samples in a ratio of 2 to 1. Thus, each model was 

trained on two-thirds of all words. In total, 4 groups can be selected in 15 ways from 

the 6 groups, therefore, we obtain 15 models trained on different subsets of words. At 

the same time, for any word, there are 5 independently trained models for which this 

word belongs to the test set. Firstly, this allows for cross-validation of the training 

results. Secondly, it is important that we can further obtain unbiased diachronic rating 

estimates for an arbitrarily chosen word. 

A neural network concreteness rating model with a similar architecture was tested 

in detail in [13]. The model used in this paper slightly differs from the model in [13]. 

Having trained the model, first, we tested it on synchronous data as in [13]. For each 

model, we calculated concreteness rating estimates on its test set, and compare the 

obtained values with human ratings. 

The average value of the Spearman coefficient between word concreteness ratings 

and their estimates on the test sample was 0.8830.  This almost coincides with the 

result obtained in [13]. We can also average the obtained concreteness ratings over 

the 5 models. The correlation coefficient between the word concreteness ratings and 

their average rating estimates was 0.8924. Thus, the use of averaging over several 

models allows one to obtain more accurate result than in [13]. 

3.3 Applying the Model to Annual Data 

In this paper, unlike [13], we apply the model trained in the described way to dia-

chronic data. To do this, frequencies of bigrams including target words were extract-

ed from the Google Books Ngram corpus for each year from the interval 1880-2019. 

For each word and each year, we get 5 estimates of concreteness rating, and calculate 

the mean estimate and its standard deviation.  

It is natural to expect that for input vectors built for data for one year, the accuracy 

will be lower than for vectors built for data averaged over a large time interval. How-

ever, the accuracy of the model on annual data turns out to be unexpectedly high. 

Figure 1 shows the values of the correlation coefficient between the word concrete-

ness ratings given in [12] and their estimates calculated using the data for a given 

year. The Spearman correlation coefficient varies from 0.8878 to 0.8922 within the 

last twenty years, which is slightly lower than the coefficient value of 0.8924 obtained 

for the data averaged over 1900-2019. 
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Fig. 1. Correlation coefficient between the word concreteness ratings given in [12] and their 

estimates calculated using the data for a particular year 

An example of the resulting dependence (for the English word plane) is shown in 

Figure 2,A. Initially the word plane was a noun meaning “flat surface, simplest of all 

geometrical surfaces” [31]. In 1903, the first airplane was created, and the word plane 

(short form of airplane) started being widely used as “a powered, fixed-wing air-

craft”1. Airplanes have become more and more widespread since the 1910s. The jump 

of the concreteness graph is obviously associated with the emergence of a new mean-

ing. Obviously, aircrafts are more concrete than plane in the geometrical sense.  

With the increase in the frequency of use of the word plane in the new meaning, its 

concreteness rating increased from 3.2-3.3 in the late 19th century to 4-4.2 in the sec-

ond half of the 20th and early 21st centuries. Therefore, there is a correlation be-

tween the meaning change and change in the word concreteness rating. This short 

example was an illustration to our work. 

 

Fig. 2. A) Change in the concreteness rating of the word plane over time; B) Distribution of 

concreteness rating estimation for 1880-1910 and 1940-2000 

In our work, we used two word sets. The first one is a dataset presented at 

SemEval-2020 by D. Schlechtweg et al. [1]. It is widely used for testing lexical se-

 
1 https://en.wikipedia.org/wiki/Plane 
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mantic change detection algorithms. It is stated that 16 words out of the 37 words 

presented in SemEval-2020, have gained new meanings. The rest 21 words that ha-

ven`t gained new meanings are control ones. However, this markup refers only to the 

meanings of 37 words used in the small number of texts included in the SemEval-

2020 dataset. In fact, most of the words included in the SemEval-2020 texts are poly-

semantic. Moreover, according to etymological dictionaries, many of them, gained 

new meanings in the XIX-XXI centuries. The second set of words was borrowed form 

[32] and consists of 32 words. 

Having obtained a time series of concreteness rating for the target word, we used 

the algorithm described in [9] for change point detection. Having identified changes 

in the rating, we tested the significance of the changes using the [33] algorithm. In 

this algorithm, for each of the compared time intervals using bootstrapping, sets of 

bigram frequency vectors are generated, for each of which a concreteness rating esti-

mate can further be calculated. Thus, we simulate the empirical distribution of the 

concreteness rating estimate for the compared time intervals which makes it possible 

to test the hypothesis about the significance of the observed changes. For example, 

Figure 2,B shows the ranges of estimates obtained for the time intervals 1880-1910 

and 1940-2000. 

4 Result 

We calculated concreteness rating of target words over time. Then, we interpreted 

significant changes in the concreteness rating using data from etymological dictionar-

ies [31,34,35], as well as using contexts of use of these words in the GBN corpus. The 

available examples can be roughly divided into four groups (see Table 1). In particu-

lar, concreteness rating graphs are sensitive: 1) to changes in part-of-speech to which 

a word belongs to, 2) to transition of a noun from the category of common nouns to 

the category of proper names, 3) the use of a word in fixed expressions (collocations) 

and 4) changes in semantics under the influence of other factors. Let us provide ex-

amples for each of the considered trends. 

Table 1. Classification of reasons that influence the concreteness ratings of the target words 

The reason of concreteness rating 

change 

Kulkarni et al. [32] SemEval-2020 

POS Change 14 12 

Common noun vs proper noun 6 2 

Fixed expressions (Collocations) 3 6 

Other factors of semantic change 17 18 

Unclear cases 2 1 

No significant rating change 1 8 

 

If one sums up the numbers in the columns of the table, it will be higher than the 

number of examples considered. This happens because in many cases a word under-
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goes a number of semantic changes during the considered time interval, and it can be 

assigned to more than one class. 

4.1 POS Change 

 

Fig. 3. Change in the concreteness ratings of the words plastic (A) and hug (C); Change in the 

percentage of use of the words plastic (B) and hug (D) as different parts of speech 

The first group of words includes those that changed their grammatical meaning and 

shifted from one POS to another. 

Let us analyze the word plastic. Figure 3,A shows a concreteness rating graph for 

this word. Information about frequency of use of plastic used as a particular part of 

speech was extracted from the GBN corpus. Figure 3,B shows the percentage of use 

of this word as one POS or another. According to the GBN corpus, the word plastic 

was used more frequently as an adjective until around 1920 and meant flexible, ame-

nable [34]. In 1855, the first plastic was obtained which started being widely used 

after the 2nd World War. The word gained a new meaning and was used more often 

as a noun. The concreteness rating graph reflects this. Since about 1945-1950, one can 

observe a sharp increase in the word concreteness, coinciding with the increasing use 

of plastic as a noun. 

We fit a linear regression model of the following form: 

 𝑐̂(𝑡) = ∑ 𝑎𝑖𝑝𝑖(𝑡)𝑖 + 𝑏 

Here, 𝑐̂(𝑡) is the concreteness rating estimate, 𝑝𝑖(𝑡) is the percentage of use of the 

target word as the i-th part of speech, ai, b are constant coefficients. The regression 

line is shown in Figure 3,A as a dash-dotted curve. As can be seen from the figure, the 

model fits the concreteness rating plot well. The Pearson and Spearman correlation 

coefficients between the concreteness rating estimate and the percentage of plastic 

used as a noun are 0.869 and 0.653, respectively. 
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Another example is the word hug (see Figures 3,C and 3,D) which means the act or 

process of holding someone or something close to your body with your arms [35]. If 

one analyses the data from 1880 on the frequency graph, one will see that this word 

was used more often as a verb until about 1920. And starting from 1920, the tendency 

to use it as a noun prevails. This trend is also reflected in the concreteness graph. The 

concreteness of hug is growing. The Pearson and Spearman correlation coefficients 

between the concreteness rating and the percentage of hug used as a noun are 0.856 

and 0.854, respectively. 

These examples show that the change in a word meaning associated with the tran-

sition of a word from one part of speech to another is reflected in the concreteness 

graphs.  

Both examples are characterized by an increase in the percentage of the use of tar-

get words as nouns, which is accompanied by an increase in the concreteness rating. 

In total, among the 69 examples considered, there are 9 cases of noun/verb competi-

tion and 5 cases of noun/adjective competition. In all of these examples, the concrete-

ness rating is positively correlated with the percentage of the target word used as a 

noun. 

4.2 Common Noun vs Proper Noun 

The second group of words include those that have changed their grammatical mean-

ing, in particular shifted from the category of common nouns to proper nouns (or vice 

versa).  

The first case is the word Bush. Bush in English originally means a low plant with 

many branches that arise from or near the ground [34] when used as a common noun. 

However, this word is also used as a surname of German origin, and in particular it is 

the surname of a famous political dynasty in the United States. The jumps in the con-

creteness ratings seen in Figure 4,A is related to media coverage of George H. W. 

Bush and George W. Bush. Figure 4,B shows a percentage graph of the uppercase use 

of the word Bush. The Pearson and Spearman correlation coefficients between the 

concreteness rating estimate and the percentage of the uppercase use of the word bush 

are -0.870 and -0.874, respectively. As with the previous group of examples, we fit a 

regression model of the following form: 

 𝑐̂(𝑡) = 𝑎 𝑝(𝑡) + 𝑏 

Here, 𝑐̂(𝑡) is the concreteness rating estimate, p(t) is the percentage of the upper-

case use of the target word, a, b are constant coefficients. The regression line is shown 

in Figure 4,A as a dash-dotted curve. 

The second example is Windows. Windows means “spaces usually filled with glass 

in the wall of a building or in a vehicle, to allow light and air in and to allow people 

inside the building to see out” [35]. It has been traditionally used as a common noun. 

However, in 1985, Microsoft released the first version of graphical operating system 

called Windows (see Figure 4,С). Since that time, the word windows has been widely 

used as a proper name. The capitalization graph reflects a growing use of the capital-

ized Windows since mid 80s with a peak in 1998 (see Figure 4,D). The concreteness 
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rating graphs shows a respond to this change; it is seen that the concreteness of Win-

dows is gradually falling at between 1985–1998. The Pearson and Spearman correla-

tion coefficients between the concreteness rating and the percentage of the uppercase 

use of the word windows are -0.900 and -0.887, respectively. Thus, the graphs of both 

words show correlation between changes in grammatical meaning and concreteness 

ratings. 

 

Fig. 4. Change in the concreteness rating estimate for the words bush (A) and windows (C); 

Change in the percentage of the uppercase use of bush (B) and windows (D) from the total 

number of uses 

We have already said that one and the same word can be assigned to different 

groups which we distinguished above. However, there are 6 nouns that relate only to 

the group of words characterized by the competition between common and proper 

nouns.  There is a negative correlation between the concreteness rating and the per-

centage of use of a word as a proper name observed for 2 words of the mentioned 6. 

The rest 4 words show positive correlation. It should be noted that the last 4 words 

initially had a very high (4.1-4.9) concreteness rating. 

4.3 Collocations 

The third described group of words that reflects the trends includes fixed expressions 

(collocations). An interesting observation is that significant changes in the concrete-

ness rating are mostly associated with the emergence or increase in the frequency of 

collocations in which the target word is capitalized (for example, Christmas Tree, 

Risk factors, Science Fiction, etc.). Therefore, for examples in this group, the con-

creteness rating graph tends to have a high correlation with the percentage of the up-

percase use of the target word. Contextually, these collocations can mean, for exam-

ple, technical and other terms, cultural objects etc. 

The first case is represented by the word tree. Tree basically means a tall plant that 

has a wooden trunk and branches growing from its upper part [35]. It is a common 

noun, usually written using a lower case. In this meaning, tree is a highly concrete 
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noun (see Figure 5,A). However, it is seen that it`s concreteness rating graph fluctu-

ates that is due to capitalization of the word (see Figure 5,B). We find Tree in some 

set expressions like Christmas Tree, Tree Planters etc. The Pearson and Spearman 

correlation coefficients between the concreteness rating estimate and the percentage 

of the uppercase use of the word tree are 0.862 and 0.839, respectively. 

 

Fig. 5. Change in the concreteness rating estimate for the words tree (A) and fiction (C); 

Change in the percentage of the uppercase use of the words tree (B) and fiction (D) from the 

total number of uses 

The second target word is fiction which means “the type of book or story that is 

written about imaginary characters and events and not based on real people and facts” 

or “a false report or statement that you pretend is true” [35]. The change in the con-

creteness rating of the target word is primarily associated with the expressions Sci-

ence Fiction, Modern Fiction, Short Fiction, etc., which are usually written with a 

capital letter. The Pearson and Spearman correlation coefficients between the con-

creteness rating estimate and the percentage of the uppercase use of the word fiction 

are 0.805 and 0.792, respectively (see Figure 5,C, 5,D). 

There is a positive correlation between the concreteness rating estimation and the 

frequency of collocations that include the target word observed for 6 words out of 8 

belonging to this group. 

4.4 Other Cases of Semantic Change 

Let us consider changes in semantics that are not related to the previous cases. It 

means that a target word still belongs to one part of speech, did not shift to the cate-

gory of proper names and is not a part of collocations. 

The example of such words is a word delivery (see figure 6,A). It is a polysemantic 

word with various meanings (see [35]). However, the concreteness graph shows drop 

of concreteness ratings that can be interpreted by appearance of some new widely 

used meaning. To our mind, it is associated with a meaning “the act of taking goods, 

letters, parcels, etc. to people's houses or places of work”. 
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The second word is head (see figure 6,B). It derived from the Old English word 

heafod and it`s primary meanings are “top of the body,” also “upper end of a slope,” 

and “chief person, leader, ruler” [31]. Later this word gained other meanings [35]. 

The concreteness graph of this word shows that it has become less concrete. This can 

be explained by meaning competition: metaphorical, more abstract meanings start to 

prevail other the rest ones within the last two decades. 

 

Fig. 6. Change the concreteness rating estimate for the words delivery (A) and head (B) 

5 Conclusion 

Semantic change has been a topic of interest for many scientists. A number of studies 

have shown that a change in semantics leads to changes in other word properties that 

can be revealed by computational methods and which, in turn, can be used as markers 

of semantic changes. In this article, we consider concreteness of words and demon-

strate that it is very sensitive to changes in semantics. The study was carried out using 

deep learning neural networks based on data from the Google Books Ngram corpus. 

A detailed analysis of changes in the word concreteness rating over time was carried 

out using a set of 69 words that are commonly used as test words for evaluating algo-

rithms for detecting semantic changes [1,32]. Except for 3 words, we managed to 

offer a clear interpretation of significant changes in the concreteness rating for all the 

considered examples.  

We distinguished four classes of reasons that influence changes of concreteness 

ratings of words. Moreover, for the three classes, change in the concreteness rating 

correlates with changes in other well-defined word properties. As the analysed exam-

ples show, the concreteness rating can respond to the emergence of a new word mean-

ing or competition between old meanings of a word. The highest sensitivity is ob-

served when a word changes its part-of-speech attribution. When meanings of a word 

expressed by noun/verb or noun/adjective compete, a higher percentage of nouns 

increases the word concreteness rating. 

Also, the concreteness rating changes if being a common noun, the word starts be-

ing used as a proper name. Finally, the concreteness rating responds to the appearance 

of new frequently used collocations that include a given word. It can be, for example, 

technical and other terms, cultural objects etc. 
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Thus, change in the concreteness rating can be a marker of lexical semantic 

change, but only in combination with an analysis of other properties of a word. 
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