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Abstract. This paper presents the description and structure of an information and 
analytical system (IAS) aimed at collecting open quantitative and qualitative data 
of users of the social network on the Internet, as well as processing these data for 
use as input data for a complex neural network model for predicting professional 
and academic success. Methods for visualizing the results of the neural network 
model and methods for loading and unloading data from the IAS are also pre-
sented. Combining psychological and IT principles in the development of a neu-
ral network model and IAS offers a high-quality and reliable software product 
for predicting the success of users of the VK social network. The developed sys-
tem can be used by HR companies to find the most suitable candidates, as well 
as by university admissions committees to find the most potentially successful 
applicants. 

Keywords: success prediction, neural networks, web application, social net-
works, text processing. 

1 Introduction 

In this work, we present an interdisciplinary research study conducted at the intersec-
tion of two subject areas: psychology and information systems. The psychology of so-
cial networks is an intriguing field in modern psychology, dedicated to understanding 
the interaction between the I-real and I-virtual personalities.  

A person's success consists of many separate types of success: professional, aca-
demic, social, and others. Within the framework of the project to determine various 
cognitive-behavioral predictors of personal success, professional and academic success 
were considered as the most indicative components of a personal success [1-2].  The 
criterion for assessing academic success was the students' grades, which were summa-
rized into an integral index reflecting the average number of points for the entire period 
of their studies. The criterion for assessing professional success was an integral index, 
which was calculated on the basis of analyzing salary, work experience, length of stay 
at one place and knowledge of foreign languages. 

As a data source for success predicting task, we used the data from the profiles of 
the VK social network users, assessments on subjects during training at the Kazan Fed-
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eral University, as well as employment data (the profiles were obtained from the web-
site hh.ru, which helps applicants in finding suitable vacancies). VK social network is 
a Russian–speaking social network, extremely popular among residents of Russia and 
countries of Commonwealth of Independent States (CIS) aged 15 to 45 years. This age 
range coincides well with the people in our research sample.  

The purpose of this article is to present an information and analytical system that 
incorporates a neural network model for predicting academic and professional success 
based on users' activity in the VK social network [3-6]. By combining the principles of 
psychology and information systems by using advanced machine learning techniques, 
our information and analytical system offers a valuable tool for searching and analyzing 
VK users’ profiles, extracting quantitative and qualitative user data, and providing fore-
casts for academic and professional success based on the developed neural network 
model. 

2 Related work 

The primary focus of our research specifically focused on predicting real-world behav-
ior by analyzing users’ virtual activities on social network [7-14].  

Visual forms of digital content, such as posts, audio and video content, and photos, 
serve as makers within the personal profiles or social network users. By analyzing the 
digital content individuals generate on social media platforms, such as posts, audio and 
video content, and photos, researchers aim to predict real-life behaviors. However, the 
complexity of such studies arises from the need to collect and analyze large amounts of 
data from social networks, as well as the presence of nonlinear relationships between 
virtual activity indicators and real-life behavioral characteristics [15-17]. 

To overcome these limitations of traditional data processing and analysis methods, 
machine learning techniques, particularly artificial neural networks, offer promising 
solutions. Social network data mining is a rapidly evolving research field, and artificial 
intelligence methods have proven to be an effective in tasks such as classification, fore-
casting, anomaly detection, and clustering [18-19]. Intelligent social network analysis 
utilizes various types of neural networks, including perceptrons [20], recurrent neural 
networks (RNNs) and Gated Recurrent Units (GRUs) [21-22], and deep learning neural 
networks based on graphs (GCNs) [23]. Text analysis methods, such as text embedding 
and word2vec, based on dynamic neural networks (DNNs) and LSTM-based recurrent 
neural networks, are also extensively used for analyzing qualitative data such as posts 
and comments [18]. Moreover, machine learning and neural networks have been ap-
plied in studies focusing on extracting other characteristics from social network data, 
such as analyzing the risk of suicide based on Facebook posts [24-26]. 

In addition, there are a number of works aimed at predicting the academic perfor-
mance of students using artificial neural networks. In [27], a model is proposed for 
organizing assistance to students in choosing areas of study in professional training. 
The right choice of directions increases the student's chances of successful development 
in the professional field and increases the chances of success in his career. The follow-
ing data were used as data for training the neural network: personal interests, family 
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information, previous training, and others. The model showed 86% accuracy in predict-
ing the choice of courses in higher education. 

In [28], the neural network was used as one of the models considered to determine 
the factors influencing the choice of ICFES exams. The study showed that the gender 
of a person is the most important factor when choosing the direction of study, as well 
as the economic resources of the family. In [29], a neural network model was proposed 
to determine the most important parameters affecting a student's academic success. 
Among them there are the following parameters: reaction time, the place of employ-
ment of the mother and father, the educational institution in which the student studied 
before, and executive control (a collective measure characterizing a person's ability to 
manage and control cognitive processes). 

In [30], a simple feedforward neural was trained to forecast evaluation test scores by 
taking into account the partial scores obtained during the course. Another study [31] 
uses the Cumulative Grade Point Average to predict academic performance specifically 
in the eighth semester also by using neural networks. The researchers in another inves-
tigation [32] compared two different neural network models, namely the Multilayer 
Perceptron and the Generalized Regression Neural Network, to determine which is the 
more effective in predicting students' academic performance. Lastly, the potential of 
neural networks in predicting learning outcomes was assessed and compared to a mul-
tivariate linear regression (LR) model within the field of medical education [33]. 

In most of the works, discussed above, the analysis of qualitative data of social net-
works is carried out without taking into account the psychological component, or only 
various academic indicators are predicted. Our work presents the results of a compre-
hensive study based on the analysis of various metrics of social networks (quantitative 
and qualitative), as well as a neural network based psychometric model of cognitive 
behavioral predictors of a person's activity.  

3 Neural network model for predicting personal success  

In this section, we provide a brief description of the neural network model aimed to 
prediction a person's success based on the data from social networks. A more detailed 
description of the system is given in [5-6]. 

The neural network model was developed by using Python programming language 
and an open API for obtaining data from VK social network. Initially, the subjects in 
the training collection were divided into five separate categories of success (academic 
and professional). For this purpose, the K-Means clustering algorithm on the basis of 
parameters such as academic grades for academic success and place of work, duration 
of stay in the same position, frequency of job changes, salary changes, etc. for profes-
sional success was used. A more detailed description of the parameters used and the 
adjustment of the coefficients of the algorithm are given in [34]. 

To predict personal success, we used forward neural network, and the best accuracy 
was obtained by using four-layered model with the following configuration: the first 
hidden layer contains 210 neurons, the second – 10 neurons, the third – 2 neurons, the 
output – one neuron. The number of neurons on the input layer is determined by a set 
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of input parameters used to predict personal success. Five unput parameters are quan-
titative parameters: the number of friends, subscribers, photos, videos, interesting 
pages. These parameters were selected during the statistical analysis of the relationship 
between all available metrics of the personal profile of the social network and the cat-
egory of success of the subject. These parameters are scaled in the range [0; 1]. To 
prepare the remaining five parameters, sets of words were formed that are most often 
found in the texts of user posts from various categories of success (from 1 to 5). When 
analyzing the texts of the person under study, for each set of frequent words, the ratio 
of the words present in the texts of the posts of the subject to the total number of words 
in the set is calculated. One neuron in the output layer returns the success category 
number predicted by the neural network model. 

For the practical application of the trained complex neural network model, a web 
application with user friendly interface was developed. This application performs the 
tasks of collecting data from the VK social network, preprocessing collected data and 
predicting professional and academic success. 

4 IAS components description 

The development of the web application (IAS) is based on Python language and its 
libraries, the server-side web framework Django, the Redis task queue system, and the 
Celery Python library. The user interface of the IAS was developed using a free set of 
HTML and CSS tools for creating websites and web applications, specifically the Boot-
strap framework. The server-side of the IAS consists of a set of Django modules that 
handle the tasks of retrieving and preprocessing user data from VKontakte. The internal 
structure of the Django project follows the MVC (Model-View-Controller) pattern. For 
each web page accessible to the user, there is a controller file that fills the web docu-
ment (HTML page) with the corresponding data. 

The interaction with the database is performed through an Object-Relational Map-
ping (ORM) technology, which enables working with databases in an object-oriented 
programming paradigm. 

Fig. 1 presents a database schema for storing information about users of the system, 
information downloaded from the VK social network, as well as the results of pro-
cessing this data. In addition to the basic tables for storing information about users of 
the system, a subset of records from the Tasks table is linked to each record in the Users 
table. The Tasks table stores information about tasks running in the background for the 
Redis task queue system, which allows the user to run long lasting tasks (for example, 
downloading information from the VK user's wall). Upon successful completion of the 
user's task, all collected information is added to the corresponding data table, ready for 
further processing using a neural network model.  



5 

 
Fig. 1. IAS database scheme 

Fig. 2 presents a block diagram of the IAS, reflecting the modules of the system, as 
well as their interaction with each other and with the database. The modular system was 
chosen because of the convenience of its implementation and support. In addition, IAS 
is aimed at the application of HR specialists and university admissions committees, so 
maximum structuring and ease of application was a priority. 
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Fig. 2. IAS block diagram reflecting the system modules 

IAS modules can be divided into three groups: data search and collection methods, 
a method for predicting success, and auxiliary methods. The module for searching and 
collecting data includes the methods "Search for people on the VK social network", 
"Collection of quantitative data on the VK social network", "Collection of qualitative 
data on the VK social network", "Collection of quantitative and qualitative data from 
the VK social network".  

The "Search for people in the VK social network" method is used to quickly find the 
address of a personal VK page with main parameters as surname, first name, year of 
birth, city of residence. This method also supports batch processing of data to search 
for a large number of people in one operation. The found profiles are added to the 
VK_ID table and used in the data processing methods.  

The method "Collecting quantitative data in the VK social network" is used to obtain 
quantitative characteristics of a user's personal page (for example, the number of 
friends, the number of entries on the page, the number of photos, date of birth, etc.). 
The obtained quantitative data is used as in input data for a neural network to predict 
academic and professional success.  

The method "Collecting qualitative data in the social network VKontakte" receives 
qualitative information from users' personal pages (the text of posts and reposts of the 
user, the names of audio and video recordings, the names of interesting pages, as well 
as the texts of posts liked by the user). Based on the texts, a numerical metrics are 
formed that reflect the expression of the words most frequent for a particular category 
of success. As a result, a vector of 5 positive real numbers is formed for each user, in 
which the first element reflects the amount of frequency words from the texts of users 
of the 1st category of success, the second element – the 2nd category of success, etc. 
The method "Collecting quantitative and qualitative data from the social network 
VKontakte" is created for the convenience of the user, and it performs the work of two 
previous methods.  

The method of predicting the subject’s success - is the central method of the system. 
It uses quantitative and qualitative data obtained from the VK as parameters as input 
data for the neural network described in the previous section. The list of subjects avail-
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able for processing reflects only subjects containing a full set of quantitative and qual-
itative data. The neural network uses as input quantitative parameters (the number of 
friends, subscribers, photos, videos, interesting pages) and metrics formed on the basis 
of the texts of posts and reposts of the user, reflecting the amount of frequency words 
from the corresponding categories of success. Each processed VK user is assigned a 
value from 1 to 5, reflecting the predicted success rate. 

The third group of methods includes the method for searching of successful students 
or professionals among subscribers of the selected VK group, the methods of displaying 
information the data contained in the system, and the results of personal success pre-
diction. Methods of searching for successful students / professionals allows us after 
input the URL of the VK group to start automatically the process of collecting all the 
necessary data, and predicting success for each subscriber of the group with an open 
profile. The method of displaying information in the system allows the IAS user to view 
and edit the results of the system (obtained quantitative and qualitative data, the results 
of success forecasting). In addition, the method allows to form a distribution of an ar-
bitrary sample by categories of success and get a set of people from the category of 
interest. 

5 Results 

The result of this study is a full-fledged information system aimed at collecting quanti-
tative and qualitative data of users of the VK social network, neural network analysis 
of this data, and visualization of the results obtained.  

First of all, we present estimates of the accuracy of the neural network model. For 
training the neural network model of academic success prediction component, a dataset 
consisting of 33480 records was used. For training the neural network model of profes-
sional success prediction component, a dataset consisting of 61232 records was used. 
Both datasets were divided into a training and test collection in the ratio of 70% and 
30%. The accuracy of the model is currently up to 83% for academic success and up to 
78% for professional success. 

As a result, the user obtains a set of records from the database describing quantitative 
and qualitative data obtained from VKontakte profiles, as well as the results obtained 
after their processing. The "Data visualization" method is used to visualize the gener-
ated data. In Fig. 3 is shown the examples of how the information is displayed in the 
system. This figure shows the table containing the internal ID of a personal VK page, 
and the predicted success value in the range [0;1]. The diagram at the right shows the 
distribution of the sample success values in five equal intervals (0-0.2, 0.2-0.4, etc.). 

Fig. 4 shows an example of displaying the list of data processing tasks set by user. 
When clicking on the corresponding links, the system user can to obtain detailed infor-
mation about a particular task: the list of processed VK profile identifiers, collected 
quantitative and qualitative data, success prediction results and other data.  
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In Table 1 we show a fragment of the merged table consisting of Quantitative_quan-
titative_data and Qualitative_qualitative_data tables. The obtained dataset of quantita-
tive and qualitative data is used as an input data of the neural network model for pre-
dicting academic and professional success of a person. 

 
Fig. 3. The form of displaying the results of the personal success prediction and analysis 

 

Fig. 4. Form for displaying user task’s states 
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Table 1. Fragment of the result of merging Quantitative_quantitative_data and Qualita-
tive_qualitative_data tables. The merged table contains quantitative and qualitative data of 

VKontakte users saved in the IAS. 

id 7 8 9 
followers 5941575 154 174 
friends 0 568 566 
gifts 0 0 26 
pages 0 4 140 
walls 296 496 852 
photos 239 101 133 
user_photos 0 0 0 
videos 4 366 319 
task_id_id 8 9 10 
vk_user_id_id 18 24 20 
category_1 0.3115942028985507 0.3115942028985507 0.31159 
category_2 0.012254901960784314 0.012254901960784314 0.01225 
category_3 0.025 0.025 0.025 
category_4 0.02564102564102564 0.02564102564102564 0.02564 
category_5 0.4803921568627451 0.4803921568627451 0.48039 

6 Conclusion 

This paper presents the system architecture and the description of informational and 
analytical system’s main components.  The informational and analytical system aimed 
to collecting and analyzing quantitative and qualitative data from VK user pages in 
order to predict academic and professional success of this social networks users. The 
methods for obtaining quantitative and qualitative data, for analyzing these data by us-
ing the neural network model, and for visualizing the results of the analysis are de-
scribed. The developed system can be used by HR companies to find the most suitable 
candidates, as well as by university admissions committees to find the most potentially 
successful applicants. 

In the future, it is planned to expand the neural network model of predicting success 
by adding a component focused to social success prediction. By the social success of a 
user of social networks, we mean the ability of a person in the course of virtual com-
munication to create broad contacts, exchange information, show interest in other users, 
involve others in their interests, create their own groups, influence others. The list of 
possible metrics that will be included in the neural network model includes parameters 
of graphs of social relations between VK users: the number and density of connections, 
cliques, various centrality measures, clustering coefficients, and others.  

We also plan to expand the ways of visualizing user data by introducing the methods 
for additional data processing and filtering the data by categories of academic and pro-
fessional success. We also plan to publish this web-service on public domain. 

Acknowledgement. 
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