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Abstract. The article focuses on evaluating the influence of argumentation mark-

ers on the identification of specific reasoning models with machine learning 

methods. The evaluation process consists of a sequence of classification experi-

ments with different feature sets. The experiments cover the identification of ar-

guments with three specific reasoning models: “Expert Opinion”, “Example”, 

and “Practical Reasoning”. These models are characterized by 1) an active use in 

scientific articles (as evidenced by their high frequency in the employed corpus) 

and 2) reliance of their textual expression on typical words and phrases (markers). 

Each model corresponds to a separate subset of the overall dataset: 680 arguments 

for classifying the “Example” model, 386 for “Practical Reasoning”, 172 for “Ex-

pert Opinion” (in each case, a half of the arguments employs the corresponding 

model, while the other half relies on any other model except for these three). The 

overall dataset contains 1975 arguments from 45 scientific articles in Russian 

language (on linguistics and computational technologies). The argumentation in 

these articles is annotated with the ArgNetBank Studio platform. Classification 

experiments employ machine learning methods of different types: multinomial 

naive Bayes, support vector machine, and multilayer perceptron. The feature sets 

differ by the inclusion or exclusion of discourse markers and persuasion modes 

indicators (expressions characterizing three argumentation aspects: logos, pa-

thos, and ethos). The experiments show that the best improvement of identifica-

tion scores (on average across all schemes and classifiers) corresponds to the rep-

resentation of arguments with discourse markers (plus 10% for precision and 7% 

for F-measure over the lemmas baseline). 

Keywords: Argument mining, reasoning models, machine learning, discourse 

markers, argumentation markers, scientific articles. 

1 Introduction 

Automatic identification of arguments in texts becomes a prerequisite step for the di-

verse practical applications. These uses include, for instance, the analysis of texts per-

suasiveness (in tasks such as the assessment of scientific articles in the aspect of their 

conclusions justification). The identification of arguments also enables the detection of 
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specific types of premises for analyzed theses (why authors of a scientific article apply 

a certain method to the task, or choose one algorithm over others, etc.). 

The use of the supervised machine learning methods (ML) requires the availability 

of text corpora with annotated argumentation. One of the questions during the argu-

mentation annotation concerns the inclusion of discourse markers within the boundaries 

of premises and conclusions (whether such expressions as "if..., then..." or "according 

to..." should be annotated along with the propositional content of statements or sepa-

rated from it), particularly in case of corpora intended for ML methods training. Exper-

iments in the presented research address the necessity of such an inclusion. 

The article describes experiments in identifying the semantic types of arguments at 

the level of reasoning models (also called argumentation schemes). This task corre-

sponds to the separate and final stage in the pipeline of extracting argumentation struc-

tures. The aim of the work is to evaluate the influence of argumentation markers on the 

identification of reasoning models with machine learning methods. As such, optimiza-

tion of identification scores across feature sets lies beyond the scope of the article. We 

calculate the lower bounds for the schemes identification (baseline) without using Deep 

Learning models, as the available corpus does not contain enough arguments at the 

moment. 

2 Related works 

The task of automatic identification of argumentation schemes (in the general frame-

work of argumentation extraction) is first addressed in works [1] and [2]. The author of 

the first, Douglas Walton, suggests a six-stage approach to identifying arguments and 

reasoning models in their organization. The approach consists in first detecting argu-

ments in a text, and then classifying them over the list of specific schemes. 

The traditional approach to different stages of extracting arguments relies on em-

ploying different ML methods (DL, as of late). Vector representation of arguments for 

ML can characterize them in various aspects, particularly by usage of the argumentation 

markers. However, works with marker-based representation of arguments differ in eval-

uation of the markers influence on the extraction quality. 

The article [3] provides an example of analyzing the influence of features of different 

types on the quality of extracting argumentative sentences. The authors demonstrate 

that the exclusive use of discourse markers (and analogical constructions for improving 

text coherency) without other feature types does not yield satisfying results: in the ex-

periment, accuracy for the Maxent classifier reaches only 57.98%. In turn, combining 

markers and unigrams results in classification accuracy exceeding 70%. The work does 

not specify the classification accuracy for unigrams and bigrams in absence of markers 

(in case when discourse markers are excluded from annotated arguments). 

The work [4] describes an experiment in context-based classification of text seg-

ments into argumentative and non-argumentative by using a BERT model and a fully 

connected neural network. The experiment employs a corpus of popular science articles 

in Russian language. The authors show that the explicit marking of argumentation 



3 

markers results in a moderate increase of the classification precision (by 1%) and recall 

(by 5%). 

The paper [5] describes a combined approach to identifying distinct elements of the 

argumentation structures. The authors employ discourse markers for the detection of 

argumentative connections (to check whether adjacent propositions in a text are related 

in the structure of reasoning). While the use of markers reaches the precision of 89%, 

the recall equals only 4% due to the low frequency of the markers in the dataset (and 

the need of supplementing them with other features). In turn, for identifying the exact 

argumentation schemes the authors employ a Naïve Bayes classifier with features of 

diverse types (unigrams, bigrams, part-of-speech tags, punctuation signs). The experi-

ment covers the identification of two argumentation schemes (“Expert Opinion” and 

“Positive Consequences”), where the average precision across proposition types 

reaches respectively 87% and 80%, while the average recall equals 81% and 67%. The 

article does not contain a specific evaluation of the markers influence on identifying 

argumentation schemes. 

The authors of [6] analyze the applicability of discourse markers for the automatic 

identification of argumentative relations in scientific papers (in biomedical domain). 

They employ a set of regular expressions for more than 100 discourse indicators (both 

separate words and compound phrases). However, the experiment shows that the use 

of discourse markers results in a decrease of identification quality from the baseline 

approach (based on the textual intersection processing). After analyzing the identifica-

tion errors, the authors suggest that discourse markers in scientific articles do not nec-

essarily organize the relevant reasoning, but instead frequently express the decorative 

(rhetoric) function in non-argumentative contexts. 

The authors of [7] employ a multi-class SVM classifier for identifying argumenta-

tive roles of text segments in student essays, as well as for detecting arguments in sup-

port of a given thesis. They analyze the applicability of specific features from a com-

posite set with various structural, lexical, syntactic, and contextual characteristics, as 

well as markers of different types (discourse and temporal markers, personal and pos-

sessive pronouns). The experiment demonstrates that the F1 value for marker-based 

classification of argumentative roles ranges from 26.5% to 73% (depending on the 

role). Addressing the task of detecting arguments in support of a given thesis, the au-

thors arrive at conclusion that while the separate use of markers is less efficient than 

the separate use of lexical and syntactic characteristics, the combination of both feature 

types achieves the best results. 

In [2], Feng and Hirst develop a similar method to [1] based on classifying arguments 

by their schematic structures (for the five most frequent models in their dataset). Their 

study focuses on automatic classification of arguments with five frequent schemes 

(“Example”, “Cause to Effect”, “Practical Reasoning”, “Positive / Negative Conse-

quences”, “Verbal Classification”). The classification is approached as a separate step 

in the pipeline (with the assumption that arguments have been extracted on the previous 

step). The dataset contains 393 arguments overall (from 41 to 149 for a specific 

scheme). The feature set combines general features for all schemes (seven positional 

characteristics, such as the relative position of the conclusion and the premise, the 

length of the interval between them in the text) and scheme-specific features (which 



4 

range from keywords and punctuation signs to the syntactic dependency relations). The 

authors employ the decision tree algorithm in two classification modes: one scheme 

against others and binary across scheme pairs. They demonstrate the significant de-

pendence of the classification quality on the analyzed scheme: the best average accu-

racy reaches 90% for “Example” and “Practical Reasoning”, but only 70% for “Cause 

to Effect” and 60% for “Positive / Negative Consequences” and “Verbal Classification” 

(least represented in the dataset, with 44 and 41 arguments). Features that are specific 

to particular schemes effectively correspond to markers of these schemes, but the article 

does not address the influence of these features. 

The authors of [8] address the identification of “Expert Opinion” arguments in texts 

in Russian language. The identification employs lexical-grammatical patterns that are 

constructed by experts. These patterns correspond to specific combinations of discourse 

connectives, verbs and nouns of diverse semantic classes, as well as their integrating 

constructions (templates with variables). Constants in the templates correspond to 

markers. The precision of the identification reaches 86.5%. 

Overall, the existing works in automatic identification of arguments with specific 

reasoning schemes focus prevalently on texts in English language. One existing work 

that addresses the task for texts in Russian language ([8]) limits the scope to just one 

type of reasoning schemes ("Expert Opinion"), and the identification of its arguments 

relies on expert patterns (which require extensive labor for construction and do not sup-

port the identification of arguments with other schemes). Another known work [9] ad-

dresses the automatic extraction of arguments at the level of their stance (supporting or 

attacking a given thesis). 

3 Identification of Reasoning Models as a Classification Task 

We employ a pipeline-based approach to extracting argumentation structures from texts 

and, in the present article, focus on the final stage: the identification of specific reason-

ing models. The input at this stage corresponds to arguments (sets of detected argumen-

tative statements with established connections between them). We have addressed the 

preceding stages in our earlier works ([10], [11]). 

Let C = {ti} denote a corpus of texts, 0 < i ≤ I, where I is the number of texts in the 

corpus. Аi = {aj
i} is the set of arguments in the text ti (0 < j ≤ J, J is the number of 

arguments in this text). An argument aj
i consists of its forming statements (uj

i) and their 

connecting reasoning scheme (schj
i): aj

i = {uj
i, schj

i} (uj
i = {{pjk

i}, cj
i}, where {pjk

i} is 

the set of premises (k > 0) in the argument aj
i, while cj

i is its conclusion). In this article 

we focus on three specific argumentation schemes: Sch = {Expert Opinion, Example, 

Practical Reasoning}. These schemes are characterized by 1) an active use in scientific 

articles of the chosen thematic areas (information technologies and linguistics), and 2) 

their frequent expression in texts with explicit markers of diverse types.  

Fig. 1 provides an example of an argumentation graph fragment with three argu-

ments implementing the analyzed schemes. Arguments A33 and A29 support the same 

conclusion (S36) with different premises (S37 and S20) connected to this conclusion 
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by different argumentation schemes. The statement S20 serves as a premise in A29 and 

as a conclusion in A17. The text of statements has been translated from Russian. 

 
Fig. 1. An example of an argumentation graph fragment with the three analyzed schemes. 

 

We address the task of binary classification for each aj
ti: whether the analyzed argu-

ment corresponds to the reasoning through the given argumentation scheme. 

4 Methods for Identification of Reasoning Models 

4.1 Classification by Machine Learning Algorithms 

The base representation of an argument {{pjk
i}, cj

i} (its textual expression) corresponds 

to a vector of lemmas containing at least one Cyrillic symbol. The selection of lemmas 

for the base feature set relies on the χ2 criterion: this criterion enables the filtering of 

lemmas whose distribution across arguments does not provide an informative indica-

tion of argumentation schemes. We assign the χ2 threshold in accordance with the em-

pirical observations. 

The experiments employ three classification algorithms belonging to different func-

tional types and frequently used in Argument Mining research. These algorithms are 
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SVM (support vector machine), MNB (multinomial Naïve Bayes), and MLP (multi-

layer perceptron, a basic neural network). We use program realizations of the algo-

rithms from the Scikit-Learn library for machine learning in Python [12]. 

The SVM algorithm. The training of the algorithm relies on the RBF kernel (Radial 

Basis Function). Two key parameters for this kernel are C (which regulates the balance 

between classification errors and simplicity of the training surface) and γ (which defines 

the influence of a single training example). We assign their values empirically: C = 100, 

γ = 1 / (n_features * var), where n_features is the number of features, and var is the 

variance of the training matrix. The choice of the RBF over other kernel functions is 

based on preliminary experimental results: as the classification reached similar scores 

for RBF and other kernel types, we have chosen the former due to it being the default 

kernel function in the employed implementation of the algorithm. 

The MLP algorithm. The training of the neural network consists in assignation of 

weights for its constituting neurons by the backpropagation method. The network con-

tains 100 neurons in the hidden layer and uses the logistic sigmoid function for its ac-

tivation. Iterations continue until convergence (when the score or loss are not increasing 

by more than 1e-4 for 10 iterations) or until reaching the maximum number of iterations 

(200). Additionally, an early stop check analyzes the validation data (10% of the train-

ing examples) to avoid overfitting. The regularization parameter α equals 0.0001. 

The MNB algorithm. To choose a class label for an input vector, the classifier eval-

uates the probability of this vector belonging to each of the possible classes with the 

Bayes’ theorem. The Laplace smoothing parameter (α = 1) balances the incompleteness 

of the training set by preventing the assignation of zero probability to the absent fea-

tures.  

4.2 Two Types of Argumentation Markers 

The study investigates the influence of two types of argumentation markers on reason-

ing models identification. The first type denotes discourse markers that organize a text 

as the coherent unit (including the level of transitions between argument components, 

from premises to conclusions). The second type corresponds to indicators of three per-

suasion modes (aspects of the argumentative effect): persuasion by logical facts (logos), 

by emotional manipulation (pathos), or by appeals to a source of authority (ethos).  

Discourse markers. We extract markers from a corpus of texts with expert-anno-

tated argumentation, and then expand their list with separate rhetoric markers from the 

RSTreeBank resource (https://rstreebank.ru/), as well as with marker synonyms from 

various online synonym dictionaries. The resulting dictionary of discourse markers 

contains 407 words and word combinations. Some of the markers include punctuation 

signs, begin strictly with the capitalized letter (to indicate their position at the start of a 

sentence), or correspond to a shortened form. These specifications serve to improve the 

model identifications. Examples of such markers are “Tak,” (“So,”), “Poetomu” (“That 

is why”), “napr.” (a shortened version of “naprimer”, which means “for example”, cor-

responds to “e.g.”). 

https://rstreebank.ru/
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Indicators of ethos, pathos, and logos. According to the classic model by Aristotle, 

argumentation achieves a persuasive effect through three different aspects: intellectual 

(logos), emotional (pathos), and authoritative (ethos). These three aspects correspond 

to three different modes of influencing the audience. Textual expression of the modes 

relies on specific constructions with lexical units that correspond to each mode. 

Identification of persuasion modes in argumentative statements presupposes the cre-

ation of dictionaries with indicators that mark these modes. In turn, specification of 

indicator forms needs to follow explicitly formulated criteria, such as given in [11]. 

Indicators of pathos correspond to at least one of the three following properties: 

1) Redundancy: a language expression does not contribute to presentation of infor-

mation (neither to the semantic content nor the structure), and its removal does not 

influence the statement neither in content nor in relations to other statements. Examples 

of such indicators are “lish” (“only”, “merely”), “dazhe” (“even”), “vovse” (an em-

phatic particle with different contextual meanings, such as “at all” or “completely”). 

2) Deontic modality: an expression conveys a meaning of prescribing an action 

(“trebuetsa” (“it is required to”), nuzhno (“it is necessary to”), “vazhno” (“it is im-

portant to”), etc.).  

3) Stylistic marking: an expression can be substituted by a stylistically neutral syn-

onym without affecting the meaning of the statement (“vpechatlyaushij” (“impres-

sive”); “vydajushijsya” (“remarkable”)). 

In the presented research, we employ a broad definition of ethos: justification of a 

claim through backing it with a source of authority. This source can correspond to a 

specific individual (a named scientist, an expert), or a group (such as a research team), 

or an impersonal agent (a popular opinion, uncertain informer), or an applicable exam-

ple case (a precedent, a traditional practice). Consequently, indicators of ethos possess 

the property of authorization: they indicate a source of information (“experty chitajut” 

(“experts think that”), “po mneniju avtora” (“in the author’s opinion”)). This definition 

also includes bibliographic references, usually denoted by square or round brackets. 

Finally, indicators of logos are expressions that organize the reasoning structure in 

its textual presentation. They contribute to logical connectivity of the text. Examples of 

logos indicators are “esli…, to…” (if …, then…), “vo-pervyh”, “vo-vtoryh” (“first of 

all”, “secondly”). 

To perform the automatic identification of indicators, we construct search patterns 

in form of regular expressions. An indicator may contain several elements (framed in 

square brackets in the pattern description) with specified lexical and/or grammatical 

properties of each. If an element of an indicator corresponds to several possible (alter-

native) constants, a delimitator “|” separates them in a list. Certain indicators permit 

insertions of arbitrary length (limited by the statement length), and the symbol “…” 

denotes these insertions. Below we present the examples of patterns for indicators of 

ethos (Ei), pathos (Pi), and logos (Li).  

Ei :    [soglasno  // PREP]  [‒ // ADJF...(datv|loct)] [‒ // NOUN...(datv|loct)]; 

Pi :    [(sovershenno|yavno|ochen’) // ‒] [‒ // (ADJF|ADJS|ADVB)]; 

Li : [v // PREP] [(zaklyuchenie|itog|chastnost’) // -] 
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The first example corresponds to an expression “according to…”, where a source of 

authority is specified by a pair of an adjective and noun in a dative or locative case 

(“according to the new data”, “according to the recent results”, etc.). The second pattern 

specifies a combination of an emphatic particle (“completely”, “obviously”, “very”) 

and an adjective or an adverb. The third example denotes a connective for accentuating 

the beginning of a new information block (in conclusion, in particular). 

At present, the indicators dictionary contains 89 patterns: 32 for ethos, 39 for pathos, 

18 for logos. These numbers correspond to separate patterns (sequences of several ele-

ments) without accounting for alternative constants within indicators. 

The use of indicator dictionaries in identification of argumentation schemes enables 

the processing of persuasion modes characteristics that are implicitly expressed in these 

schemes. The article [11] describes a qualitative evaluation of persuasion modes 

weights in argumentation schemes by their comparative functional analysis. That study 

groups schemes by their functional similarity and then contrasts the similar schemes 

within each group. At the first level, schemes are separated into two groups based on 

scope of the expressed reasoning. Namely, argumentation can advance either by ana-

lyzing facts within the propositional content of presented statements or by appealing to 

external sources of authority (which are not directly commeasurable with the analyzed 

phenomena). Correspondingly, the first group contains argumentation schemes with 

dominant logos, while models in the second group rely on ethos. However, specific 

schemes might complement the main persuasion component with others at different 

intensity.      

In particular, among the schemes with the prevalent logos, abstract causal models 

(such as “Cause to Effect” or “Correlation to Cause”) rely more on the logical 

component than do practically-oriented schemes (such as “Practical Reasoning” or 

“Positive / Negative Consequences”). The latter models potentially convey a stronger 

complementary component of pathos (especially if an analysis of possible results 

accentuates their sentiment-based evaluation). Similarly, arguments from authority 

convey ethos most clearly by specifying an exact specialist (through the “Expert 

Opinion” model). The authoritativeness of the cited source decreases if an appeal 

addresses an impersonal agent (by the “Popular Opinion” scheme). 

5 Classification Experiments with Different Features 

5.1 Data Set with Argumentation Annotation 

The experiment dataset contains 1975 arguments and 1809 argumentative statements 

extracted from 45 short scientific articles in Russian language with annotated argumen-

tation. The articles range in length from 800 to 1500 words and belong to two research 

areas: information technologies (23 articles) and linguistics (22). Their texts have been 

downloaded from the freely accessible sources: online scientific library “Cyber-

Leninka” and proceedings of the “Corpus Linguistics” conference. The expert annota-

tion of argumentation uses tools of the ArgNetBank Studio web platform [13]. The 

annotated texts are available at the platform website [14]. The annotating process 
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follows the Argument Interchange Format standard, an example of employing which 

for modelling argumentation in texts in Russian language is given in [15]. 
Two expert annotators (qualified both in linguistics and information technologies) 

perform the annotation of argumentation in texts. They follow a detailed annotation 
instruction formulated in advance. The annotation of a text consists in constructing an 
argumentation graph that is oriented, connected, acyclic, and rooted. The root node in 
each graph denotes the main thesis of the respective text. For each argument identified 
in a text, the annotators specify its constituents (premises and conclusions) and the se-
mantic type of the argumentative connection between them (by indicating its argumen-
tation scheme from Walton’s compendium [16]). 

For a quarter of the corpus texts (12 articles), both experts have constructed separate 
annotation versions. Double annotation of these texts enables the calculation of corre-
spondence coefficients across all three levels of the argumentation structure (to ascer-
tain the reliability of annotations). The average values across 12 texts are given below.  

1) The average ratio of the number of argumentative statements, identified by both 
experts for the same text, to the sum of argumentative statements, identified in it by at 
least one, equals 78%. 

2) The average ratio of corresponding connections between argument components 
(to the similar sum of all connections identified by both annotators) reaches 55%. This 
value serves as the lower bound: the same connections between same statements yet 
with different configurations (parallel or sequential) are considered non-corresponding.   

3) The average percentage of matching argumentation schemes in connections 
equals 60%. 

The resulting dataset contains only one argument-annotated version for each text. 
For texts with two annotation versions, the choice of a version follows the joint decision 
of the annotators. The corpus includes 330 arguments with the “Example” scheme, 193 
with “Practical Reasoning”, 86 with “Expert Opinion”. 

 

5.2 Construction of Training and Test Sets 

For each of the three analyzed schemes, around 80% of its arguments constitute its 

training set (LS) for the classification, while the other 20% form the test set (TS). The 

exact percentage varies due to the principle of text integrity in dividing arguments be-

tween sets: arguments from the same text can belong either only to the LS or only to 

the TS (if an argument from a text belongs to the LS, all other arguments from this text 

can appear only in the LS, but not the TS, and vice versa). Additionally, the TS for its 

scheme contains an equal number of arguments from texts of both thematic fields (IT 

and linguistics). Negative classification examples in sets (arguments with other 

schemes) are extracted from the same texts as positive. They are selected at random, so 

that the number of negative examples equals the number of positive both in the TS and 

LS. 

The resulting classification sets for each analyzed scheme contain the following 

numbers of arguments: 

a) Example: 520 arguments in the LS (260 with “Example”, 260 with other models) 

and 140 arguments in the TS (70 with “Example”, 70 with other schemes). 

b) Practical Reasoning: 306 arguments in the LS (153 arguments of both types) and 

80 arguments in the TS (40 with “Practical Reasoning”, 40 with other schemes). 
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c) Expert Opinion: 136 arguments in the LS (68 for “Expert Opinion”, 68 others) 

and 36 arguments in the TS (18 with “Expert Opinion”, 18 with other schemes). 

The selection of lemmas for the vector representations of arguments relies on the χ2 

criterion (described in 4.1). The threshold values equal 10% for “Example” and “Prac-

tical Reasoning”, and 20% for “Expert Opinion” (established empirically). The lemma-

tization of words in argument components (premises and conclusions) employs the Py-

Morphy2 library for Python. 

5.3 Comparing Classification Results across Feature Sets 

We perform 10 experiments in binary classification for identifying each of the three 

chosen argumentation schemes. The experiments employ different feature sets. The 

construction of feature sets consists in different combinations of feature types in order 

to evaluate the influence of discourse markers and persuasion modes indicators on the 

identification of schemes. The number of features in each experiment depends on the 

employed feature type (407 discourse markers, 89 patterns of persuasion indicators) 

and the analyzed scheme (due to different χ2 thresholds for the selection of lemmas: 

444 lemmas for the “Example” scheme, 181 for “Expert Opinion”, 325 for ‘Practical 

Reasoning”).  

Before the experiments on different feature sets, we perform the preliminary tests to 

empirically assign the threshold values for the formal filtration of features (by the χ2 

criterion). The chosen threshold values improve the average F-measure across all clas-

sification algorithms and schemes by 6.3% (over the unfiltered lemmas). The following 

experiments (1-11) employ the formal filtration in all cases when feature sets include 

lemmas. 

There are 4 different types of features: lemmas without positional specification (1), 

discourse markers (2), persuasion indicators (3), lemmas with positional specification 

(4), where types (1) and (4) are mutually exclusive. The number of possible feature 

types combinations can be calculated with the formula M = 2 × ∑ 𝐶(𝑛 − 1, 𝑘)𝑛−1
𝑘=1  – 3 

= 14 – 3 = 11, where C(n – 1, k) is the number of combinations of n – 1 elements taken 

k at a time. The deduction of the constant 3 is based on the mutual exclusivity of the 

feature types (1) and (4). 

Experiment 1. Vector representations of arguments consist only of lemmas and do 

not include discourse markers nor persuasion modes indicators (described in 4.2 and 

4.3). In effect, the initial experiment addresses the influence of thematic content of ar-

guments on identification of each scheme. 

Experiment 2. Vector representations of arguments contain only discourse markers 

(with the exclusion of ordinary lemmas). The classification results demonstrate the ex-

clusive role of markers in indicating specific schemes. 

Experiment 3. Vector representations of arguments contain only indicators of three 

persuasion modes (ethos, pathos, logos). This experiment addresses the distinguishing 

potential of persuasion modes indicators, which emphasize the form of arguments ex-

pression (by accentuating logical connections between facts, by invoking an emotional 

reaction in a reader, or by underlining authoritativeness of cited sources). 
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Experiment 4. Vector representation of arguments combines the features used in ex-

periments 1 and 2. The new experiment aims at comparing the results from combining 

the features of different types with the quality scores for lemmas and markers when 

used separately (whether these scores improve, and if yes, to which degree). 

Experiment 5. This experiment resembles the preceding one, but persuasion modes 

indicators replace discourse markers in vector representation of arguments. The com-

parison with the previous results will enable the evaluation of indicators efficiency in 

identifying schemes. 

Experiment 6. Vector representations of arguments contain only persuasion modes 

indicators and discourse markers. The classification results will demonstrate how these 

two feature types strengthen or weaken each other in joint use and absence of lemmas. 

Experiment 7. Vector representation of arguments combines all types of features 

separately employed in experiments 1, 2, and 3. The classification results demonstrate 

the efficiency of a multi-aspect argument modelling.  

The next four experiments (8, 9, 10, 11) address the influence of the argumentative 

role-based distinguishing between lemmas (whether they appear in premises of an ar-

gument or the conclusion) on the identification of schemes. This is achieved by dou-

bling the number of lemmas in the feature set (lemmas occurrence in premises and in 

conclusions are examined separately). The identification of roles of statements in argu-

ments can employ machine learning methods in a similar classification task. 

Experiments 8, 9, 10, 11. Each lemma in vector representation of arguments (as in 

experiments 1, 4, 5, 7) corresponds to two features: one specifies its occurrences in 

premises, another in conclusions.  

The eleven experiments cover all possible combinations of the analyzed feature 

types. Table 1 provides the results of experiments 1‒11, performed with three ML 

methods (described in 4.1), separately for each analyzed scheme. We employ the stand-

ard precision (P), recall (R) scores and F-measure (F) to evaluate the classification re-

sults. Experiments in table are denoted by letter “E” and their number, while supple-

mentary labels specify the feature set composition (“L” for filtered lemmas, “M” for 

discourse markers, “P” for persuasion modes indicators, “R” for role specification of 

lemmas).  

Comparing the classification results. The table shows a notable influence of a 

choice of a classifying algorithm on identification of schemes. For the “Example” 

model, the MNB algorithm achieves the best precision value across most of the exper-

iments, while the best recall characterizes the SVM method. In turn, for “Expert Opin-

ion” and “Practical Reasoning”, MLP demonstrates the best precision and recall both. 

For all three schemes across feature sets, the basic neural network (MLP) surpasses two 

other algorithms in identification F-measure by 8.7% on average. 
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Table 1. Classification quality scores for Experiments 1-11. 

 Example 

MNB SVM MLP 

P R F P R F P R F 

E1 (L) 0.64 0.26 0.37 0.52 0.43 0.47 0.55 0.49 0.52 

E2 (M) 0.60 0.41 0.49 0.42 0.49 0.45 0.46 0.61 0.53 

E3 (P) 0.67 0.29 0.40 0.71 0.21 0.33 0.61 0.24 0.35 

E4 (LM) 0.65 0.29 0.40 0.57 0.49 0.52 0.53 0.43 0.47 

E5 (LP) 0.74 0.24 0.37 0.60 0.30 0.40 0.52 0.39 0.44 

E6(MP) 0.63 0.34 0.44 0.42 0.34 0.38 0.49 0.47 0.48 

E7 (LMP) 0.63 0.31 0.42 0.42 0.34 0.38 0.50 0.53 0.51 

E8 (LR) 0.82 0.26 0.39 0.54 0.44 0.49 0.58 0.44 0.50 

E9 (LMR) 0.84 0.23 0.36 0.57 0.41 0.48 0.57 0.39 0.46 

E10 (LPR) 0.78 0.30 0.43 0.55 0.41 0.47 0.65 0.51 0.58 

E11 (All) 0.85 0.31 0.46 0.52 0.39 0.44 0.60 0.40 0.48 

 Expert Opinion 

MNB SVM MLP 

P R F P R F P R F 

E1 (L) 0.33 0.22 0.27 0.40 0.33 0.36 0.46 0.61 0.52 

E2 (M) 0.53 0.50 0.51 0.65 0.72 0.68 0.50 0.50 0.50 

E3 (P) 0.43 0.17 0.24 0.38 0.17 0.23 0.56 0.78 0.65 

E4 (LM) 0.33 0.22 0.27 0.36 0.33 0.28 0.42 0.28 0.33 

E5 (LP) 0.50 0.11 0.18 1.00 0.06 0.11 0.82 0.50 0.62 

E6(MP) 0.64 0.50 0.56 0.64 0.50 0.56 0.64 0.39 0.48 

E7 (LMP) 0.64 0.50 0.56 0.64 0.50 0.56 0.69 0.50 0.58 

E8 (LR) 0.80 0.22 0.35 0.67 0.11 0.19 0.60 0.33 0.43 

E9 (LMR) 0.75 0.17 0.27 0.67 0.11 0.19 0.50 0.22 0.31 

E10 (LPR) 0.80 0.22 0.35 0.67 0.11 0.19 0.50 0.17 0.25 

E11 (All) 0.80 0.22 0.35 0.67 0.11 0.19 0.50 0.17 0.25 

 Practical Reasoning 

MNB SVM MLP 

P R F P R F P R F 

E1 (L) 0.64 0.35 0.45 0.79 0.28 0.41 0.73 0.40 0.52 

E2 (M) 0.52 0.28 0.36 0.45 0.50 0.48 0.50 0.53 0.51 

E3 (P) 0.70 0.40 0.51 0.63 0.30 0.41 0.57 0.30 0.39 

E4 (LM) 0.73 0.20 0.31 0.77 0.25 0.38 0.62 0.33 0.43 

E5 (LP) 0.45 0.23 0.30 0.57 0.30 0.39 0.53 0.23 0.30 

E6(MP) 0.40 0.30 0.34 0.37 0.42 0.40 0.41 0.33 0.36 

E7 (LMP) 0.40 0.30 0.34 0.37 0.42 0.40 0.44 0.38 0.41 

E8 (LR) 0.52 0.33 0.40 0.77 0.25 0.38 0.67 0.45 0.54 

E9 (LMR) 0.50 0.30 0.37 0.75 0.23 0.35 0.54 0.38 0.44 

E10 (LPR) 0.48 0.33 0.39 0.69 0.23 0.34 0.57 0.33 0.41 

E11 (All) 0.50 0.30 0.37 0.60 0.15 0.24 0.48 0.35 0.41 

The experiments demonstrate the significant role of markers and indicators in charac-

terizing argument components. In E2 and E3, feature sets contain only markers or in-

dicators respectively, yet the separate classification scores (for “Expert Opinion”, all 
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scores) in these experiments are higher than in E1 (in representation of arguments by 

thematic lemmas) for 2 algorithms out of 3. The lesser efficiency of lemmas appears to 

be caused by thematic diversity of specialized articles in the corpus. Most of the repre-

sented themes correspond only to 2-3 articles: for example, 23 articles in IT cover a 

variety of subfields, such as image analysis, information security, artificial intelligence, 

machine translation, speech recognition, medical applications of IT, etc. As a result, 

thematic vocabularies differ significantly between articles. If all texts for a specific 

theme appear exclusively in either the LS or TS, identification scores decrease for vec-

tor representation of arguments by formally filtered lemmas. As a rule, persuasion 

modes indicators exhibit better precision, while discourse markers in most cases reach 

a better recall (for instance, as in E2 and E3 for the “Example” model). 

The noted tendencies principally characterize the identification of the “Example” 

and “Expert Opinion” models. They apply to “Practical Reasoning” to a lesser extent, 

as the present incompleteness of its marker dictionary constrains its identification (the 

dictionary of markers for “Practical Reasoning” is at the stage of development). This 

difference in typical markers is caused by a specific functional trait of the “Practical 

Reasoning” scheme (a greater positional distance between connected statements in an 

argument). Namely, discourse markers specify connections mostly between adjacent 

statements in a text (due to their role as rhetoric connectives). The “Example” and “Ex-

pert Opinion” models operate with such adjacent statements (an example or an appeal 

to a source authority tends to directly succeed or precede the corresponding claim). 

However, in arguments based on “Practical Reasoning”, the premises and conclusions 

can be presented in different sections of a text (for example, one paragraph specifies 

the aim of a research or a separate subtask, while another describes a choice of a method 

in accordance with the earlier formulation of the analyzed problem). In these cases, 

discourse markers might not suffice for identification of “Practical Reasoning” argu-

ments, and the use of thematic lemmas for the vector representation becomes prefera-

ble. 

The analysis of classification errors across the experiments reveals three prominent 

causes of incorrect scheme identification. One type of errors occurs due to innate over-

lapping of arguments in argumentation structures, where one statement can be used a 

support for proving another and then in turn be justified by a third statement (within 

another argument). As such, the intermediary statement might contain markers relevant 

to the scheme of either argument (but not the other), and these markers potentially mis-

lead the classifier. Errors of the second type stem from the appearance of ambiguous 

markers that either can introduce several possible schemes or correspond in general to 

a specific scheme, yet in a particular context are used for implementing another. The 

third type of errors occurs for arguments without explicit markers (either of discourse 

or of a persuasion mode). In these cases, classification by the exclusive use of lemmas 

without relying on markers can exceed in quality scores the markers-focused classifi-

cation (particularly for the “Practical Reasoning” scheme). 

Not always justified is the initial assumption that the combined representation of 

arguments by lemmas and markers (or indicators) will result in a considerable improve-

ment of the identification scores. The E4 for "Expert Opinion" provides an example of 

the scores, on the contrary, decreasing. The reasons for such decreases correspond to 



14 

the two outlined causes: thematic diversity of specialized articles, insufficient size of 

the discourse markers dictionary. The MLP classifier (best across identification scores 

on average) demonstrates only a 4% increase in precision when extending lemmas with 

indicators. Its best recall (on average across schemes) corresponds to the exclusive use 

of markers (4.7% higher than with lemmas). If we employ the lemmas-based classifi-

cation as a baseline for comparison (on average across all algorithms and schemes), the 

use of discourse markers yields a 10% increase in recall, while indicators provide a 2% 

increase in precision.  The combination of lemmas, markers, and indicators improves 

the precision by 6%, yet the combination only of lemmas and indicators further in-

creases the gain to 7.3%. In terms of F-measure, markers give a 7% increase over the 

lemma-based baseline, while the combination of all feature types provides a boost of 

3%. Finally, the elaboration of lemmas position (in a premise or a conclusion) improves 

the classification precision in most of cases. 

6 Conclusion 

The presented research focuses on a sequence of experiments to evaluate the influence 

of argumentation markers of different types (discourse markers and persuasion modes 

indicators) on identification of specific argumentation schemes with machine learning 

methods. The analyzed schemes correspond to arguments from “Example”, “Expert 

Opinion”, and “Practical Reasoning”. The binary classification employs algorithms of 

different functional types: SVM, MNB, and MLP. Experiments differ in feature sets for 

vector representation of arguments through inclusion or exclusion of various types of 

features (lemmas after formal filtration, discourse markers or persuasion modes indica-

tors from the constructed dictionaries).    

The experiments show that, when using markers from a dictionary of a sufficient 

size, the introduction of thematic lemmas into the feature set does not effectively influ-

ence the identification scores. Another observation concerns the importance of thematic 

homogeneity of the analyzed data (not only at the level of a general theme, but also in 

its sub-topics). In classifying arguments from articles in different thematic sub-fields 

of information technologies and linguistics, the introduction of lemmas into vectors 

might result in a decrease of identification scores on combined feature sets (with fea-

tures of different types). As a rule, discourse markers improve the precision of identi-

fying argumentation schemes, while persuasion modes indicators increase its recall. 

Precision can be further increased by specifying the positional properties of thematic 

lemmas (whether they occur in premises of an argument or its conclusion), yet such a 

specification requires the preliminary identification of statement roles in arguments. 
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